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Preface

The field of sensory science has grown exponentially since the publication of the pre-
vious version of this work. Fifteen years ago the journal Food Quality and Preference
was fairly new. Now it holds an eminent position as a venue for research on sensory
test methods (among many other topics). Hundreds of articles relevant to sensory
testing have appeared in that and in other journals such as the Journal of Sensory
Studies. Knowledge of the intricate cellular processes in chemoreception, as well as
their genetic basis, has undergone nothing less than a revolution, culminating in the
award of the Nobel Prize to Buck and Axel in 2004 for their discovery of the olfactory
receptor gene super family. Advances in statistical methodology have accelerated as
well. Sensometrics meetings are now vigorous and well-attended annual events. Ideas
like Thurstonian modeling were not widely embraced 15 years ago, but now seem to
be part of the everyday thought process of many sensory scientists.

And yet, some things stay the same. Sensory testing will always involve human
participants. Humans are tough measuring instruments to work with. They come
with varying degrees of acumen, training, experiences, differing genetic equipment,
sensory capabilities, and of course, different preferences. Human foibles and their
associated error variance will continue to place a limitation on sensory tests and
actionable results. Reducing, controlling, partitioning, and explaining error variance
are all at the heart of good test methods and practices. Understanding the product—
person interface will always be the goal of sensory science. No amount of elaborate
statistical maneuvering will save a bad study or render the results somehow useful
and valid. Although methods continue to evolve, appreciation of the core principles
of the field is the key to effective application of sensory test methods.

The notion that one can write a book that is both comprehensive and suitable as
an introductory text was a daunting challenge for us. Some may say that we missed
the mark on this or that topic, that it was either too superficially treated or too in
depth for their students. Perhaps we have tried to do the impossible. Nonetheless the
demand for a comprehensive text that would serve as a resource for practitioners is
demonstrated by the success of the first edition. Its widespread adoption as a univer-
sity level text shows that many instructors felt that it could be used appropriately for
a first course in sensory evaluation.

This book has been expanded somewhat to reflect the advances in methodolo-
gies, theory, and analysis that have transpired in the last 15 years. The chapters are
now divided into numbered sections. This may be of assistance to educators who
may wish to assign only certain critical sections to beginning students. Much of the
organization of key chapters has been done with this in mind and in some of the
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Preface

opening sections; instructors will find suggestions about which sections are key for
fundamental understanding of that topic or method. In many chapters we have gone
out on a limb and specified a “recommended procedure.” In cases where there are
multiple options for procedure or analysis, we usually chose a simple solution over
one that is more complex. Because we are educators, this seemed the appropriate
path.

Note that there are two kinds of appendices in this book. The major statistical
methods are introduced with worked examples in Appendices A-E, as in the previ-
ous edition. Some main chapters also have appended materials that we felt were not
critical to understanding the main topic, but might be of interest to advanced students,
statisticians, or experienced practitioners. We continue to give reference citations at
the end of every chapter, rather than in one big list at the end. Statistical tables have
been added, most notably the discrimination tables that may now be found both in the
Appendix and in Chapter 4 itself.

One may question whether textbooks themselves are an outdated method for
information retrieval. We feel this acutely because we recognize that a textbook is
necessarily retrospective and is only one snapshot in time of a field that may be
evolving rapidly. Students and practitioners alike may find that reference to updated
websites, wikis, and such will provide additional information and new and different
perspectives. We encourage such investigation. Textbooks, like automobiles, have an
element of built-in obsolescence. Also textbooks, like other printed books, are lin-
ear in nature, but the mind works by linking ideas. Hyperlinked resources such as
websites and wikis will likely continue to prove useful.

We ask your patience and tolerance for materials and citations that we have left out
that you might feel are important. We recognize that there are legitimate differences of
opinion and philosophy about the entire area of sensory evaluation methods. We have
attempted to provide a balanced and impartial view based on our practical experience.
Any errors of fact, errors typographical, or errors in citation are our own fault. We beg
your understanding and patience and welcome your corrections and comments.

We could not have written this book without the assistance and support of many
people. We would like to thank Kathy Dernoga for providing a pre-publication ver-
sion of the JAR scale ASTM manual as well as the authors of the ASTM JAR
manual Lori Rothman and Merry Jo Parker. Additionally, Mary Schraidt of Peryam
and Kroll provided updated examples of a consumer test screening questionnaire and
field study questionnaires. Thank you Mary. We thank John Hayes, Jeff Kroll, Tom
Carr, Danny Ennis, and Jian Bi for supplying additional literature, software, and sta-
tistical tables. Gernot Hoffmann graciously provided graphics for Chapter 12. Thank
you Dr. Hoffmann. We would like to thank Wendy Parr and James Green for provid-
ing some graphics for Chapter 10. Additionally, Greg Hirson provided support with
R-Graphics. Thank you, Greg. Additionally, we want to thank the following peo-
ple for their willingness to discuss the book in progress and for making very useful
suggestions: Michael Nestrud, Susan Cuppett, Edan Lev-Ari, Armand Cardello, Marj
Albright, David Stevens, Richard Popper, and Greg Hirson. John Horne had also been
very helpful in the previous edition, thank you John. Proofreading and editing sug-
gestions were contributed by Kathy Chapman, Gene Lovelace, Mike Nestrud, and
Marge Lawless.

Although not directly involved with this edition of the book we would also like
to thank our teachers and influential mentors—without them we would be very dif-
ferent scientists, namely Trygg Engen, William S. Cain, Linda Bartoshuk, David
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Peryam, David Stevens, Herb Meiselman, Elaine Skinner, Howard Schutz, Howard
Moskowitz, Rose Marie Pangborn, Beverley Kroll, W. Frank Shipe, Lawrence E.
Marks, Joseph C. Stevens, Arye Dethmers, Barbara Klein, Ann Noble, Harold
Hedrick, William C Stringer, Roger Boulton, Kay McMath, Joel van Wyk, and Roger
Mitchell.

Ithaca, New York Harry T. Lawless
Davis, California Hildegarde Heymann
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Chapter 1

Introduction

Abstract In this chapter we carefully parse the definition for sensory evaluation,
briefly discuss validity of the data collected before outlining the early history of
the field. We then describe the three main methods used in sensory evaluation
(discrimination tests, descriptive analysis, and hedonic testing) before discussing the
differences between analytical and consumer testing. We then briefly discuss why one
may want to collect sensory data. In the final sections we highlight the differences and
similarities between sensory evaluation and marketing research and between sensory
evaluation and commodity grading as used in, for example, the dairy industry.
Sensory evaluation is a child of industry. It was spawned in the late 40’s by the rapid growth of the
consumer product companies, mainly food companies. . .. Future development in sensory
evaluation will depend upon several factors, one of the most important being the people and their
preparation and training.

— Elaine Skinner (1989)
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1 Introduction

in industry and reflect the philosophies of the consult-
ing groups of the authors. Our goal in this book is to
provide a comprehensive overview of the field with a
balanced view based on research findings and one that
is suited to students and practitioners alike.

Sensory evaluation has been defined as a scientific
method used to evoke, measure, analyze, and interpret
those responses to products as perceived through the
senses of sight, smell, touch, taste, and hearing (Stone
and Sidel, 2004). This definition has been accepted
and endorsed by sensory evaluation committees within
various professional organizations such as the Institute
of Food Technologists and the American Society for
Testing and Materials. The principles and practices of
sensory evaluation involve each of the four activities
mentioned in this definition. Consider the words “to
evoke.” Sensory evaluation gives guidelines for the
preparation and serving of samples under controlled
conditions so that biasing factors are minimized. For
example, people in a sensory test are often placed in
individual test booths so that the judgments they give
are their own and do not reflect the opinions of those
around them. Samples are labeled with random num-
bers so that people do not form judgments based upon
labels, but rather on their sensory experiences. Another
example is in how products may be given in different
orders to each participant to help measure and counter-
balance for the sequential effects of seeing one product
after another. Standard procedures may be established
for sample temperature, volume, and spacing in time,
as needed to control unwanted variation and improve
test precision.

Next, consider the words, “to measure.” Sensory
evaluation is a quantitative science in which numerical
data are collected to establish lawful and specific rela-
tionships between product characteristics and human
perception. Sensory methods draw heavily from the
techniques of behavioral research in observing and
quantifying human responses. For example, we can
assess the proportion of times people are able to dis-
criminate small product changes or the proportion of
a group that expresses a preference for one product
over another. Another example is having people gener-
ate numerical responses reflecting their perception of
how strong a product may taste or smell. Techniques
of behavioral research and experimental psychology
offer guidelines as to how such measurement tech-
niques should be employed and what their potential
pitfalls and liabilities may be.

The third process in sensory evaluation is analysis.
Proper analysis of the data is a critical part of sen-
sory testing. Data generated from human observers are
often highly variable. There are many sources of vari-
ation in human responses that cannot be completely
controlled in a sensory test. Examples include the
mood and motivation of the participants, their innate
physiological sensitivity to sensory stimulation, and
their past history and familiarity with similar products.
While some screening may occur for these factors, they
may be only partially controlled, and panels of humans
are by their nature heterogeneous instruments for the
generation of data. In order to assess whether the rela-
tionships observed between product characteristics and
sensory responses are likely to be real, and not merely
the result of uncontrolled variation in responses, the
methods of statistics are used to analyze evaluation
data. Hand-in-hand with using appropriate statistical
analyses is the concern of using good experimental
design, so that the variables of interest are investigated
in a way that allows sensible conclusions to be drawn.

The fourth process in sensory evaluation is the inter-
pretation of results. A sensory evaluation exercise is
necessarily an experiment. In experiments, data and
statistical information are only useful when interpreted
in the context of hypotheses, background knowl-
edge, and implications for decisions and actions to be
taken. Conclusions must be drawn that are reasoned
judgments based upon data, analyses, and results.
Conclusions involve consideration of the method, the
limitations of the experiment, and the background and
contextual framework of the study. The sensory evalu-
ation specialists become more than mere conduits for
experimental results, but must contribute interpreta-
tions and suggest reasonable courses of action in light
of the numbers. They should be full partners with their
clients, the end-users of the test results, in guiding fur-
ther research. The sensory evaluation professional is
in the best situation to realize the appropriate inter-
pretation of test results and the implications for the
perception of products by the wider group of con-
sumers to whom the results may be generalized. The
sensory specialist best understands the limitations of
the test procedure and what its risks and liabilities
may be.

A sensory scientist who is prepared for a career
in research must be trained in all four of the phases
mentioned in the definition. They must understand
products, people as measuring instruments, statistical
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analyses, and interpretation of data within the con-
text of research objectives. As suggested in Skinner’s
quote, the future advancement of the field depends
upon the breadth and depth of training of new sensory
scientists.

1.1.2 Measurement

Sensory evaluation is a science of measurement. Like
other analytical test procedures, sensory evaluation is
concerned with precision, accuracy, sensitivity, and
avoiding false positive results (Meiselman, 1993).
Precision is similar to the concept in the behavioral
sciences of reliability. In any test procedure, we would
like to be able to get the same result when a test is
repeated. There is usually some error variance around
an obtained value, so that upon repeat testing, the
value will not always be exactly the same. This is
especially true of sensory tests in which human per-
ceptions are necessarily part of the generation of
data. However, in many sensory test procedures, it is
desirable to minimize this error variance as much as
possible and to have tests that are low in error asso-
ciated with repeated measurements. This is achieved
by several means. As noted above, we isolate the sen-
sory response to the factors of interest, minimizing
extraneous influences, controlling sample preparation
and presentation. Additionally, as necessary, sensory
scientists screen and train panel participants.

A second concern is the accuracy of a test. In the
physical sciences, this is viewed as the ability of a test
instrument to produce a value that is close to the “true”
value, as defined by independent measurement from
another instrument or set of instruments that have been
appropriately calibrated. A related idea in the behav-
ioral sciences, this principle is called the validity of a
test. This concerns the ability of a test procedure to
measure what it was designed and intended to measure.
Validity is established in a number of ways. One useful
criterion is predictive validity, when a test result is of
value in predicting what would occur in another situ-
ation or another measurement. In sensory testing, for
example, the test results should reflect the perceptions
and opinions of consumers that might buy the product.
In other words, the results of the sensory test should
generalize to the larger population. The test results
might correlate with instrumental measures, process or
ingredient variables, storage factors, shelf life times,

or other conditions known to affect sensory properties.
In considering validity, we have to look at the end use
of the information provided by a test. A sensory test
method might be valid for some purposes, but not oth-
ers (Meiselman, 1993). A simple difference test can
tell if a product has changed, but not whether people
will like the new version.

A good sensory test will minimize errors in mea-
surement and errors in conclusions and decisions.
There are different types of errors that may occur in
any test procedure. Whether the test result reflects
the true state of the world is an important question,
especially when error and uncontrolled variability are
inherent in the measurement process. Of primary con-
cern in sensory tests is the sensitivity of the test to
differences among products. Another way to phrase
this is that a test should not often miss important
differences that are present. “Missing a difference”
implies an insensitive test procedure. To keep sensi-
tivity high, we must minimize error variance wherever
possible by careful experimental controls and by selec-
tion and training of panelists where appropriate. The
test must involve sufficient numbers of measurements
to insure a tight and reliable statistical estimate of
the values we obtain, such as means or proportions.
In statistical language, detecting true differences is
avoiding Type II error and the minimization of B-risk.
Discussion of the power and sensitivity of tests from
a statistical perspective occurs in Chapter 5 and in the
Appendix.

The other error that may occur in a test result is
that of finding a positive result when none is actually
present in the larger population of people and prod-
ucts outside the sensory test. Once again, a positive
result usually means detection of a statistically signif-
icant difference between test products. It is important
to use a test method that avoids false positive results
or Type I error in statistical language. Basic statistical
training and common statistical tests applied to scien-
tific findings are oriented toward avoiding this kind of
error. The effects of random chance deviations must be
taken into account in deciding if a test result reflects a
real difference or whether our result is likely to be due
to chance variation. The common procedures of infer-
ential statistics provide assurance that we have limited
our possibility of finding a difference where one does
not really exist. Statistical procedures reduce this risk
to some comfortable level, usually with a ceiling of 5%
of all tests we conduct.
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Note that this error of a false positive experimen-
tal result is potentially devastating in basic scientific
research—whole theories and research programs may
develop from spurious experimental implications if
results are due to only random chance. Hence we guard
against this kind of danger with proper application
of statistical tests. However, in product development
work, the second kind of statistical error, that of miss-
ing a true difference can be equally devastating. It
may be that an important ingredient or processing
change has made the product better or worse from a
sensory point of view, and this change has gone unde-
tected. So sensory testing is equally concerned with not
missing true differences and with avoiding false posi-
tive results. This places additional statistical burdens
on the experimental concerns of sensory specialists,
greater than those in many other branches of scientific
research.

Finally, most sensory testing is performed in an
industrial setting where business concerns and strate-
gic decisions enter the picture. We can view the out-
come of sensory testing as a way to reduce risk and
uncertainty in decision making. When a product devel-
opment manager asks for a sensory test, it is usually
because there is some uncertainty about exactly how
people perceive the product. In order to know whether
it is different or equivalent to some standard product,
or whether it is preferred to some competitive stan-
dard, or whether it has certain desirable attributes, data
are needed to answer the question. With data in hand,
the end-user can make informed choices under con-
ditions of lower uncertainty or business risk. In most
applications, sensory tests function as risk reduction
mechanisms for researchers and marketing managers.

In addition to the obvious uses in product develop-
ment, sensory evaluation may provide information to
other corporate departments. Packaging functionality
and convenience may require product tests. Sensory
criteria for product quality may become an integral
part of a quality control program. Results from blind-
labeled sensory consumer tests may need to be com-
pared to concept-related marketing research results.
Sensory groups may even interact with corporate legal
departments over advertising claim substantiation and
challenges to claims. Sensory evaluation also functions
in situations outside corporate research. Academic
research on foods and materials and their properties
and processing will often require sensory tests to eval-
uate the human perception of changes in the products

(Lawless and Klein, 1989). An important function of
sensory scientists in an academic setting is to provide
consulting and resources to insure that quality tests
are conducted by other researchers and students who
seek to understand the sensory impact of the variables
they are studying. In government services such as food
inspection, sensory evaluation plays a key role (York,
1995). Sensory principles and appropriate training can
be key in insuring that test methods reflect the current
knowledge of sensory function and test design. See
Lawless (1993) for an overview of the education and
training of sensory scientists—much of this piece still
rings true more than 15 years later.

1.2 Historical Landmarks and the Three
Classes of Test Methods

The human senses have been used for centuries to eval-
uate the quality of foods. We all form judgments about
foods whenever we eat or drink (“Everyone carries his
own inch-rule of taste, and amuses himself by applying
it, triumphantly, wherever he travels.”—Henry Adams,
1918). This does not mean that all judgments are use-
ful or that anyone is qualified to participate in a sensory
test. In the past, production of good quality foods often
depended upon the sensory acuity of a single expert
who was in charge of production or made decisions
about process changes in order to make sure the prod-
uct would have desirable characteristics. This was the
historical tradition of brewmasters, wine tasters, dairy
judges, and other food inspectors who acted as the
arbiters of quality. Modern sensory evaluation replaced
these single authorities with panels of people partici-
pating in specific test methods that took the form of
planned experiments. This change occurred for sev-
eral reasons. First, it was recognized that the judgments
of a panel would in general be more reliable than the
judgments of single individual and it entailed less risk
since the single expert could become ill, travel, retire,
die, or be otherwise unavailable to make decisions.
Replacement of such an individual was a nontriv-
ial problem. Second, the expert might or might not
reflect what consumers or segments of the consum-
ing public might want in a product. Thus for issues
of product quality and overall appeal, it was safer
(although often more time consuming and expensive)
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to go directly to the target population. Although the
tradition of informal, qualitative inspections such as
benchtop “cuttings” persists in some industries, they
have been gradually replaced by more formal, quan-
titative, and controlled observations (Stone and Sidel,
2004).

The current sensory evaluation methods comprise a
set of measurement techniques with established track
records of use in industry and academic research.
Much of what we consider standard procedures comes
from pitfalls and problems encountered in the practi-
cal experience of sensory specialists over the last 70
years of food and consumer product research, and this
experience is considerable. The primary concern of any
sensory evaluation specialist is to insure that the test
method is appropriate to answer the questions being
asked about the product in the test. For this reason,
tests are usually classified according to their primary
purpose and most valid use. Three types of sensory
testing are commonly used, each with a different goal
and each using participants selected using different cri-
teria. A summary of the three main types of testing is
given in Table 1.1.

1.2.1 Difference Testing

The simplest sensory tests merely attempt to answer
whether any perceptible difference exists between two
types of products. These are the discrimination tests
or simple difference testing procedures. Analysis is
usually based on the statistics of frequencies and pro-
portions (counting right and wrong answers). From the
test results, we infer differences based on the propor-
tions of persons who are able to choose a test product
correctly from among a set of similar or control prod-
ucts. A classic example of this test was the triangle
procedure, used in the Carlsberg breweries and in the
Seagrams distilleries in the 1940s (Helm and Trolle,

Table 1.1 Classification of test methods in sensory evaluation

1946; Peryam and Swartz, 1950). In this test, two
products were from the same batch while a third prod-
uct was different. Judges would be asked to pick the
odd sample from among the three. Ability to discrim-
inate differences would be inferred from consistent
correct choices above the level expected by chance.
In breweries, this test served primarily as a means to
screen judges for beer evaluation, to insure that they
possessed sufficient discrimination abilities. Another
multiple-choice difference test was developed at about
the same time in distilleries for purposes of quality
control (Peryam and Swartz, 1950). In the duo-trio
procedure, a reference sample was given and then two
test samples. One of the test samples matched the ref-
erence while the other was from a different product,
batch or process. The participant would try to match
the correct sample to the reference, with a chance
probability of one-half. As in the triangle test, a propor-
tion of correct choices above that expected by chance
is considered evidence for a perceivable difference
between products. A third popular difference test was
the paired comparison, in which participants would be
asked to choose which of two products was stronger
or more intense in a given attribute. Partly due to the
fact that the panelist’s attention is directed to a specific
attribute, this test is very sensitive to differences. These
three common difference tests are shown in Fig. 1.1.
Simple difference tests have proven very useful in
application and are in widespread use today. Typically
a discrimination test will be conducted with 25-40
participants who have been screened for their sensory
acuity to common product differences and who are
familiar with the test procedures. This generally pro-
vides an adequate sample size for documenting clear
sensory differences. Often a replicate test is performed
while the respondents are present in the sensory test
facility. In part, the popularity of these tests is due to
the simplicity of data analysis. Statistical tables derived
from the binomial distribution give the minimum num-
ber of correct responses needed to conclude statistical

Class Question of interest Type of test ~ Panelist characteristics
Discrimination  Are products perceptibly different in any way “Analytic” Screened for sensory acuity, oriented to test
method, sometimes trained
Descriptive How do products differ in specific sensory “Analytic” Screened for sensory acuity and motivation,
characteristics trained or highly trained
Affective How well are products liked or which products ~ “Hedonic” Screened for products, untrained

are preferred
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Fig. 1.1 Common methods
for discrimination testing
include the triangle, duo—trio,
and paired comparison
procedures.

387

Discrimination Testing Examples

Triangle Test: Choose the sample that is most different

A B A

456 892

OR OR

Duo-trio Test: Choose the sample that matches the reference

(inspect)

Paired Comparison: Which sample is sweeter?

significance as a function of the number of partici-
pants. Thus a sensory technician merely needs to count
answers and refer to a table to give a simple statisti-
cal conclusion, and results can be easily and quickly
reported.

1.2.2 Descriptive Analyses

The second major class of sensory test methods is
those that quantify the perceived intensities of the sen-
sory characteristics of a product. These procedures
are known as descriptive analyses. The first method
to do this with a panel of trained judges was the
Flavor Profile® method developed at the Arthur D.
Little consulting group in the late 1940s (Caul, 1957).
This group was faced with developing a comprehen-
sive and flexible tool for analysis of flavor to solve
problems involving unpleasant off flavors in nutritional
capsules and questions about the sensory impact of
monosodium glutamate in various processed foods.
They formulated a method involving extensive train-
ing of panelists that enabled them to characterize all of
the flavor notes in a food and the intensities of these
notes using a simple category scale and noting their
order of appearance. This advance was noteworthy on
several grounds. It supplanted the reliance on single
expert judges (brewmasters, coffee tasters, and such)
with a panel of individuals, under the realization that

A B A

(test)

456 892

Ref
OR B A

156 892

OR

the consensus of a panel was likely to be more reliable
and accurate than the judgment of a single individual.
Second, it provided a means to characterize the indi-
vidual attributes of flavor and provide a comprehensive
analytical description of differences among a group of
products under development.

Several variations and refinements in descriptive
analysis techniques were forthcoming. A group at the
General Foods Technical Center in the early 1960s
developed and refined a method to quantify food
texture, much as the flavor profile had enabled the
quantification of flavor properties (Brandt et al., 1963,
Szczesniak et al., 1975). This technique, the Texture
Profile method, used a fixed set of force-related and
shape-related attributes to characterize the rheolog-
ical and tactile properties of foods and how these
changed over time with mastication. These character-
istics have parallels in the physical evaluation of food
breakdown or flow. For example, perceived hardness
is related to the physical force required to penetrate
a sample. Perceived thickness of a fluid or semisolid
is related in part to physical viscosity. Texture profile
panelists were also trained to recognize specific inten-
sity points along each scale, using standard products or
formulated pseudo-foods for calibration.

Other approaches were developed for descriptive
analysis problems. At Stanford Research Institute in
the early 1970s, a group proposed a method for
descriptive analysis that would remedy some of the
apparent shortcomings of the Flavor Profile® method
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and be even more broadly applicable to all sensory
properties of a food, and not just taste and tex-
ture (Stone et al., 1974). This method was termed
Quantitative Descriptive Analysis® or QDA® for
short (Stone and Sidel, 2004). QDA® procedures
borrowed heavily from the traditions of behavioral
research and used experimental designs and statisti-
cal analyses such as analysis of variance. This insured
independent judgments of panelists and statistical test-
ing, in contrast to the group discussion and consensus
procedures of the Flavor Profile® method. Other varia-
tions on descriptive procedures were tried and achieved
some popularity, such as the Spectrum Method®
(Meilgaard et al., 2006) that included a high degree of
calibration of panelists for intensity scale points, much
like the Texture Profile. Still other researchers have
employed hybrid techniques that include some features
of the various descriptive approaches (Einstein, 1991).
Today many product development groups use hybrid
approaches as the advantages of each may apply to the
products and resources of a particular company.

Descriptive analysis has proven to be the most com-
prehensive and informative sensory evaluation tool. It
is applicable to the characterization of a wide vari-
ety of product changes and research questions in food
product development. The information can be related
to consumer acceptance information and to instrumen-
tal measures by means of statistical techniques such as
regression and correlation.

An example of a descriptive ballot for texture
assessment of a cookie product is shown in Table 1.2.
The product is assessed at different time intervals in

Table 1.2 Descriptive evaluation of cookies—texture attributes

Phase Attributes Word anchors

Surface Roughness Smooth-rough
Particles None—-many
Dryness Oily—dry

First bite Fracturability Crumbly-brittle
Hardness Soft-hard
Particle size Small-large

First chew Denseness Airy—dense
Uniformity of chew Even—uneven

Chew down Moisture absorption None-much
Cohesiveness of mass Loose—cohesive
Toothpacking None-much
Grittiness None-much

Residual Oiliness Dry-oily
Particles None—-many
Chalky Not chalky—very chalky

a uniform and controlled manner, typical of an ana-
lytical sensory test procedure. For example, the first
bite may be defined as cutting with the incisors. The
panel for such an analysis would consist of perhaps 10—
12 well-trained individuals, who were oriented to the
meanings of the terms and given practice with exam-
ples. Intensity references to exemplify scale points
are also given in some techniques. Note the amount
of detailed information that can be provided in this
example and bear in mind that this is only look-
ing at the product’s texture—flavor might form an
equally detailed sensory analysis, perhaps with a sep-
arate trained panel. The relatively small number of
panelists (a dozen or so) is justified due to their level
of calibration. Since they have been trained to use
attribute scales in a similar manner, error variance is
lowered and statistical power and test sensitivity are
maintained in spite of fewer observations (fewer data
points per product). Similar examples of texture, fla-
vor, fragrance, and tactile analyses can be found in
Meilgaard et al. (2006).

1.2.3 Affective Testing

The third major class of sensory tests is those that
attempt to quantify the degree of liking or disliking
of a product, called hedonic or affective test methods.
The most straightforward approach to this problem is
to offer people a choice among alternative products and
see if there is a clear preference from the majority of
respondents. The problem with choice tests is that they
are not very informative about the magnitude of liking
or disliking from respondents. An historical landmark
in this class of tests was the hedonic scale developed at
the U.S. Army Food and Container Institute in the late
1940s (Jones et al., 1955). This method provided a bal-
anced 9-point scale for liking with a centered neutral
category and attempted to produce scale point labels
with adverbs that represented psychologically equal
steps or changes in hedonic tone. In other words, it was
a scale with ruler-like properties whose equal intervals
would be amenable to statistical analysis.

An example of the 9-point scale is shown in Fig. 1.2.
Typically a hedonic test today would involve a sample
of 75-150 consumers who were regular users of the
product. The test would involve several alternative ver-
sions of the product and be conducted in some central
location or sensory test facility. The larger panel size
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Quartermaster Corps. 9-point Hedonic Scale

like extremely

like very much

like moderately

like slightly

neither like nor dislike
dislike slightly

dislike moderately
dislike very much
dislike extremely

Scale points chosen to represent equal psychological intervals.

Fig.1.2 The 9-point hedonic scale used to assess liking and dis-
liking. This scale, originally developed at the U.S. Army Food
and Container Institute (Quartermaster Corps), has achieved
widespread use in consumer testing of foods.

of an affective test arises due to the high variability of
individual preferences and thus a need to compensate
with increased numbers of people to insure statisti-
cal power and test sensitivity. This also provides an
opportunity to look for segments of people who may
like different styles of a product, for example, different
colors or flavors. It may also provide an opportunity
to probe for diagnostic information concerning the
reasons for liking or disliking a product.

Workers in the food industry were occasionally
in contact with psychologists who studied the senses
and had developed techniques for assessing sensory
function (Moskowitz, 1983). The development of the
9-point hedonic scale serves as good illustration of
what can be realized when there is interaction between
experimental psychologists and food scientists. A psy-
chological measurement technique called Thurstonian
scaling (see Chapter 5) was used to validate the adverbs
for the labels on the 9-point hedonic scale. This inter-
action is also visible in the authorship of this book—
one author is trained in food science and chemistry
while the other is an experimental psychologist. It
should not surprise us that interactions would occur
and perhaps the only puzzle is why the interchanges
were not more sustained and productive. Differences
in language, goals, and experimental focus probably
contributed to some difficulties. Psychologists were
focused primarily on the individual person while sen-
sory evaluation specialists were focused primarily on

the food product (the stimulus). However, since a sen-
sory perception involves the necessary interaction of
a person with a stimulus, it should be apparent that
similar test methods are necessary to characterize this
person—product interaction.

1.2.4 The Central Dogma—Analytic
Versus Hedonic Tests

The central principle for all sensory evaluation is that
the test method should be matched to the objectives
of the test. Figure 1.3 shows how the selection of the
test procedure flows from questions about the objective
of the investigation. To fulfill this goal, it is necessary
to have clear communication between the sensory test
manager and the client or end-user of the information.
A dialogue is often needed. Is the important question
whether or not there is any difference at all among
the products? If so, a discrimination test is indicated.
Is the question one of whether consumers like the
new product better than the previous version? A con-
sumer acceptance test is needed. Do we need to know
what attributes have changed in the sensory character-
istics of the new product? Then a descriptive analysis
procedure is called for. Sometimes there are multiple
objectives and a sequence of different tests is required
(Lawless and Claassen, 1993). This can present prob-
lems if all the answers are required at once or under
severe time pressure during competitive product devel-
opment. One of the most important jobs of the sensory
specialist in the food industry is to insure a clear
understanding and specification of the type of informa-
tion needed by the end-users. Test design may require
a number of conversations, interviews with different
people, or even written test requests that specify why
the information is to be collected and how the results
will be used in making specific decisions and subse-
quent actions to be taken. The sensory specialist is the
best position to understand the uses and limitations of
each procedure and what would be considered appro-
priate versus inappropriate conclusions from the data.
There are two important corollaries to this principle.
The sensory test design involves not only the selec-
tion of an appropriate method but also the selection
of appropriate participants and statistical analyses. The
three classes of sensory tests can be divided into two
types, analytical sensory tests including discrimination
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Fig. 1.3 A flowchart showing
methods determination. Based
on the major objectives and
research questions, different
sensory test methods are
selected. Similar decision
processes are made in panelist
selection, setting up response
scales, in choosing
experimental designs,
statistical analysis, and other
tasks in designing a sensory
test (reprinted with permission
from Lawless, 1993).
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Packaging/
Design

Safety/
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and descriptive methods and affective or hedonic tests
such as those involved in assessing consumer liking
or preferences (Lawless and Claassen, 1993). For the
analytical tests, panelists are selected based on having
average to good sensory acuity for the critical charac-
teristics (tastes, smells, textures, etc.) of products to
be evaluated. They are familiarized with the test pro-
cedures and may undergo greater or lesser amounts
of training, depending upon the method. In the case
of descriptive analysis, they adopt an analytical frame
of mind, focusing on specific aspects of the prod-
uct as directed by the scales on their questionnaires.
They are asked to put personal preferences and hedo-
nic reactions aside, as their job is only to specify what
attributes are present in the product and at what levels
of sensory intensity, extent, amount, or duration.

In contrast to this analytical frame of mind, con-
sumers in an affective test act in a much more inte-
grative fashion. They perceive a product as a whole
pattern. Although their attention is sometimes cap-
tured by a specific aspect of a product (especially if
it is a bad, unexpected, or unpleasant one), their reac-
tions to the product are often immediate and based
on the integrated pattern of sensory stimulation from
the product and expressed as liking or disliking. This
occurs without a great deal of thought or dissection
of the product’s specific profile. In other words, con-
sumers are effective at rendering impressions based on
the integrated pattern of perceptions. In such consumer

Marketing
Research

Legal
Services

Interacting Departments:
U. S. Foods and Consumer
Products Industries

tests, participants must be chosen carefully to insure
that the results will generalize to the population of
interest. Participants should be frequent users of the
product, since they are most likely to form the target
market and will be familiar with similar products. They
possess reasonable expectations and a frame of refer-
ence within which they can form an opinion relative to
other similar products they have tried.

The analytic/hedonic distinction gives rise to some
highly important rules of thumb and some warnings
about matching test methods and respondents. It is
unwise to ask trained panelists about their prefer-
ences or whether they like or dislike a product. They
have been asked to assume a different, more analytical
frame of mind and to place personal preference aside.
Furthermore, they have not necessarily been selected
to be frequent users of the product, so they are not
part of the target population to which one would like
to generalize hedonic test results. A common analogy
here is to an analytical instrument. You would not ask a
gas chromatograph or a pH meter whether it liked the
product, so why ask your analytical descriptive panel
(O’Mahony, 1979).

Conversely, problems arise when consumers are
asked to furnish very specific information about prod-
uct attributes. Consumers not only act in a non-analytic
frame of mind but also often have very fuzzy concepts
about specific attributes, confusing sour and bitter
tastes, for example. Individuals often differ markedly
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in their interpretations of sensory attribute words on
a questionnaire. While a trained texture profile panel
has no trouble in agreeing how cohesive a product is
after chewing, we cannot expect consumers to provide
precise information on such a specific and technical
attribute. In summary, we avoid using trained pan-
elists for affective information and we avoid asking
consumers about specific analytical attributes.

Related to the analytic—hedonic distinction is the
question of whether experimental control and precision
are to be maximized or whether validity and general-
izability to the real world are more important. Often
there is a tradeoff between the two and it is difficult
to maximize both simultaneously. Analytic tests in the
lab with specially screened and trained judges are more
reliable and lower in random error than consumer tests.
However, we give up a certain amount of generalizabil-
ity to real-world results by using artificial conditions
and a special group of participants. Conversely, in the
testing of products by consumers in their own homes
we have not only a lot of real-life validity but also a lot
of noise in the data. Brinberg and McGrath (1985) have
termed this struggle between precision and validity
one of “conflicting desiderata.” O’Mahony (1988) has
made a distinction between sensory evaluation Type
I and Type II. In Type I sensory evaluation, reliabil-
ity and sensitivity are key factors, and the participant
is viewed much like an analytical instrument used to
detect and measure changes in a food product. In Type
II sensory evaluation, participants are chosen to be rep-
resentative of the consuming population, and they may
evaluate food under more naturalistic conditions. Their
emphasis here is on prediction of consumer response.
Every sensory test falls somewhere along a continuum
where reliability versus real-life extrapolation are in a
potential tradeoff relationship. This factor must also
be discussed with end-users of the data to see where
their emphasis lies and what level of tradeoff they find
comfortable.

Statistical analyses must also be chosen with an eye
to the nature of the data. Discrimination tests involve
choices and counting numbers of correct responses.
The statistics derived from the binomial distribution
or those designed for proportions such as chi-square
are appropriate. Conversely, for most scaled data, we
can apply the familiar parametric statistics appropri-
ate to normally distributed and continuous data, such
as means, standard deviations, z-tests, analysis of vari-
ance. The choice of an appropriate statistical test is not

always straightforward, so sensory specialists are wise
to have thorough training in statistics and to involve
statistical and design specialists in a complex project
in its earliest stages of planning.

Occasionally, these central principles are violated.
They should not be put aside as a matter of mere expe-
diency or cost savings and never without a logical
analysis. One common example is the use of a discrim-
ination test before consumer acceptance. Although our
ultimate interest may lie in whether consumers will
like or dislike a new product variation, we can con-
duct a simple difference test to see whether any change
is perceivable at all. The logic in this sequence is the
following: if a screened and experienced discrimina-
tion panel cannot tell the difference under carefully
controlled conditions in the sensory laboratory, then
a more heterogeneous group of consumers is unlikely
to see a difference in their less controlled and more
variable world. If no difference is perceived, there can
logically be no systematic preference. So a more time
consuming and costly consumer test can sometimes be
avoided by conducting a simpler but more sensitive
discrimination test first. The added reliability of the
controlled discrimination test provides a “safety net”
for conclusions about consumer perception. Of course,
this logic is not without its pitfalls—some consumers
may interact extensively with the product during a
home use test period and may form stable and impor-
tant opinions that are not captured in a short duration
laboratory test, and there is also always the possibil-
ity of a false negative result (the error of missing a
difference). MacRae and Geelhoed (1992) describe an
interesting case of a missed difference in a triangle
test where a significant preference was then observed
between water samples in a paired comparison. The
sensory professional must be aware that these anoma-
lies in experimental results will sometimes arise, and
must also be aware of some of the reasons why they
occur.

1.3 Applications: Why Collect Sensory
Data?

Human perceptions of foods and consumer products
are the results of complex sensory and interpretation
processes. At this stage in scientific history, percep-
tions of such multidimensional stimuli as conducted
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by the parallel processing of the human nervous
system are difficult or impossible to predict from
instrumental measures. In many cases instruments
lack the sensitivity of human sensory systems—smell
is a good example. Instruments rarely mimic the
mechanical manipulation of foods when tasted nor
do they mimic the types of peri-receptor filtering that
occur in biological fluids like saliva or mucus that can
cause chemical partitioning of flavor materials. Most
importantly, instrumental assessments give values that
miss an important perceptual process: the interpreta-
tion of sensory experience by the human brain prior to
responding. The brain lies interposed between sensory
input and the generation of responses that form our
data. It is a massively parallel-distributed processor
and computational engine, capable of rapid feats of
pattern recognition. It comes to the sensory evaluation
task complete with a personal history and experiential
frame of reference. Sensory experience is interpreted,
given meaning within the frame of reference, evaluated
relative to expectations and can involve integration
of multiple simultaneous or sequential inputs. Finally
judgments are rendered as our data. Thus there is a
“chain of perception” rather than simply stimulus and
response (Meilgaard et al., 2000).

Only human sensory data provide the best mod-
els for how consumers are likely to perceive and
react to food products in real life. We collect, ana-
lyze, and interpret sensory data to form predictions
about how products have changed during a prod-
uct development program. In the food and consumer
products industries, these changes arise from three
important factors: ingredients, processes, and packag-
ing. A fourth consideration is often the way a prod-
uct ages, in other words its shelf life, but we may
consider shelf stability to be one special case of pro-
cessing, albeit usually a very passive one (but also
consider products exposed to temperature fluctuation,
light-catalyzed oxidation, microbial contamination,
and other “abuses”). Ingredient changes arise for a
number of reasons. They may be introduced to improve
product quality, to reduce costs of production, or sim-
ply because a certain supply of raw materials has
become unavailable. Processing changes likewise arise
from the attempt to improve quality in terms of sen-
sory, nutritional, microbiological stability factors, to
reduce costs or to improve manufacturing productiv-
ity. Packaging changes arise from considerations of
product stability or other quality factors, e.g., a certain

amount of oxygen permeability may insure that a fresh
beef product remains red in color for improved visual
appeal to consumers. Packages function as carriers of
product information and brand image, so both sen-
sory characteristics and expectations can change as
a function of how this information can be carried
and displayed by the packaging material and its print
overlay. Packaging and print ink may cause changes
in flavor or aroma due to flavor transfer out of the
product and sometimes transfer of off-flavors into the
product. The package also serves as an important bar-
rier to oxidative changes, to the potentially deleterious
effects of light-catalyzed reactions, and to microbial
infestations and other nuisances.

The sensory test is conducted to study how these
product manipulations will create perceived changes
to human observers. In this sense, sensory evaluation
is in the best traditions of psychophysics, the old-
est branch of scientific psychology, that attempts to
specify the relationships between different energy lev-
els impinging upon the sensory organs (the physical
part of psychophysics) and the human response (the
psychological part). Often, one cannot predict exactly
what the sensory change will be as a function of ingre-
dients, processes, or packaging, or it is very difficult to
do so since foods and consumer products are usually
quite complex systems. Flavors and aromas depend
upon complex mixtures of many volatile chemicals.
Informal tasting in the lab may not bring a reliable or
sufficient answer to sensory questions. The benchtop
in the development laboratory is a poor place to judge
potential sensory impact with distractions, competing
odors, nonstandard lighting, and so on. Finally, the
nose, eyes, and tongue of the product developer may
not be representative of most other people who will
buy the product. So there is some uncertainty about
how consumers will view a product especially under
more natural conditions.

Uncertainty is the key here. If the outcome of a sen-
sory test is perfectly known and predictable, there is no
need to conduct the formal evaluation. Unfortunately,
useless tests are often requested of a sensory test-
ing group in the industrial setting. The burden of
useless routine tests arises from overly entrenched
product development sequences, corporate traditions,
or merely the desire to protect oneself from blame in
the case of unexpected failures. However, the sensory
test is only as useful as the amount of reduction in
uncertainty that occurs. If there is no uncertainty, there
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is no need for the sensory test. For example, doing a
sensory test to see if there is a perceptible color differ-
ence between a commercial red wine and a commercial
white wine is a waste of resources, since there is no
uncertainty! In the industrial setting, sensory evalua-
tion provides a conduit for information that is useful
in management business decisions about directions for
product development and product changes. These deci-
sions are based on lower uncertainty and lower risk
once the sensory information is provided.

Sensory evaluation also functions for other pur-
poses. It may be quite useful or even necessary to
include sensory analyses in quality control (QC) or
quality assurance. Modification of traditional sensory
practices may be required to accommodate the small
panels and rapid assessments often required in on-
line QC in the manufacturing environment. Due to
the time needed to assemble a panel, prepare samples
for testing, analyze and report sensory data, it can be
quite challenging to apply sensory techniques to qual-
ity control as an on-line assessment. Quality assurance
involving sensory assessments of finished products are
more readily amenable to sensory testing and may be
integrated with routine programs for shelf life assess-
ment or quality monitoring. Often it is desirable to
establish correlations between sensory response and
instrumental measures. If this is done well, the instru-
mental measure can sometimes be substituted for the
sensory test. This is especially applicable under condi-
tions in which rapid turnaround is needed. Substitution
of instrumental measurements for sensory data may
also be useful if the evaluations are likely to be fatigu-
ing to the senses, repetitive, involve risk in repeated
evaluations (e.g., insecticide fragrances), and are not
high in business risk if unexpected sensory problems
arise that were missed.

In addition to these product-focused areas of test-
ing, sensory research is valuable in a broader context.
A sensory test may help to understand the attributes
of a product that consumers view as critical to prod-
uct acceptance and thus success. While we keep a
wary eye on the fuzzy way that consumers use lan-
guage, consumer sensory tests can provide diagnostic
information about a product’s points of superiority or
shortcomings. Consumer sensory evaluations may sug-
gest hypotheses for further inquiry such as exploration
of new product opportunities.

There are recurrent themes and enduring problems
in sensory science. In 1989, the ASTM Committee

E-18 on Sensory Evaluation of Materials and Products
published a retrospective celebration of the origins
of sensory methods and the committee itself (ASTM,
1989). In that volume, Joe Kamen, an early sensory
worker with the Quartermaster Food and Container
Institute, outlined nine areas of sensory research which
were active 45 years ago. In considering the status
of sensory science in the first decade of the twenty-
first century, we find that these areas are still fertile
ground for research activity and echo the activities in
many sensory labs at the current time. Kamen (1989)
identified the following categories:

(1) Sensory methods research. This aimed at increas-
ing reliability and efficiency, including research
into procedural details (rinsing, etc.) and the use of
different experimental designs. Meiselman (1993),
a later sensory scientist at the U.S. Army Food
Laboratories, raised a number of methodological
issues then and even now still unsettled within the
realm of sensory evaluation. Meiselman pointed
to the lack of focused methodological research
aimed at issues of measurement quality such as
reliability, sensitivity, and validity. Many sensory
techniques originate from needs for practical prob-
lem solving. The methods have matured to the
status of standard practice on the basis of their
industrial track record, rather than a connection
to empirical data that compare different methods.
The increased rate of experimental publications
devoted to purely methodological comparisons in
journals such as the Journal of Sensory Studies and
Food Quality and Preference certainly points to
improvement in the knowledge base about sensory
testing, but much remains to be done.

(2) Problem solving and trouble shooting. Kamen
raised the simple example of establishing prod-
uct equivalence between lots, but there are many
such day-to-day product-related issues that arise
in industrial practice. Claim substantiation (ASTM
E1958, 2008; Gacula, 1991) and legal and adver-
tising challenges are one example. Another com-
mon example would be identification of the cause
of off-flavors, “taints” or other undesirable sen-
sory characteristics and the detective exercise that
goes toward the isolation and identification of the
causes of such problems.

(3) Establishing test specifications. This can be impor-
tant to suppliers and vendors, and also for quality
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control in multi-plant manufacturing situations,
as well as international product development and
the problem of multiple sensory testing sites and
panels.

(4) Environmental and biochemical factors. Kamen
recognized that preferences may change as a func-
tion of the situation (food often tastes better
outdoors and when you are hungry). Meiselman
(1993) questioned whether sufficient sensory
research is being performed in realistic eating
situations that may be more predictive of con-
sumer reactions, and recently sensory scientists
have started to explore this area of research (for
example, Giboreau and Fleury, 2009; Hein et al.,
2009; Mielby and Frgst, 2009).

(5) Resolving discrepancies between laboratory and
field studies. In the search for reliable, detailed,
and precise analytical methods in the sensory lab-
oratory, some accuracy in predicting field test
results may be lost. Management must be aware
of the potential of false positive or negative results
if a full testing sequence is not carried out, i.e., if
shortcuts are made in the testing sequence prior
to marketing a new product. Sensory evaluation
specialists in industry do not always have time
to study the level of correlation between labora-
tory and field tests, but a prudent sensory program
would include periodic checks on this issue.

(6) Individual differences. Since Kamen’s era, a grow-
ing literature has illuminated the fact that human
panelists are not identical, interchangeable mea-
suring instruments. Each comes with different
physiological equipment, different frames of ref-
erence, different abilities to focus and maintain
attention, and different motivational resources. As
an example of differences in physiology, we have
the growing literature on specific anosmias—smell
“blindnesses” to specific chemical compounds
among persons with otherwise normal senses of
smell (Boyle et al., 2006; Plotto et al., 2006;
Wysocki and Labows, 1984). It should not be
surprising that some olfactory characteristics are
difficult for even trained panelists to evaluate and
to come to agreement (Bett and Johnson, 1996).

(7) Relating sensory differences to product variables.
This is certainly the meat of sensory science in
industrial practice. However, many product devel-
opers do not sufficiently involve their sensory
specialists in the underlying research questions.

They also may fall into the trap of never ending
sequences of paired tests, with little or no planned
designs and no modeling of how underlying phys-
ical variables (ingredients, processes) create a
dynamic range of sensory changes. The relation of
graded physical changes to sensory response is the
essence of psychophysical thinking.

(8) Sensory interactions. Foods and consumer prod-
ucts are multidimensional. The more sensory sci-
entists understand interactions among character-
istics such as enhancement and masking effects,
the better they can interpret the results of sen-
sory tests and provide informed judgments and
reasoned conclusions in addition to reporting just
numbers and statistical significance.

(9) Sensory education. End-users of sensory data and
people who request sensory tests often expect one
tool to answer all questions. Kamen cited the
simple dichotomy between analytical and hedo-
nic testing (e.g., discrimination versus preference)
and how explaining this difference was a constant
task. Due to the lack of widespread training in
sensory science, the task of sensory education is
still with us today, and a sensory professional must
be able to explain the rationale behind test meth-
ods and communicate the importance and logic of
sensory technology to non-sensory scientists and
managers.

1.3.1 Differences from Marketing
Research Methods

Another challenge to the effective communication of
sensory results concerns the resemblance of sensory
data to those generated from other research methods.
Problems can arise due to the apparent similarity of
some sensory consumer tests to those conducted by
marketing research services. However, some important
differences exist as shown in Table 1.3. Sensory tests
are almost always conducted on a blind-labeled basis.
That is, product identity is usually obscured other
than the minimal information that allows the prod-
uct to be evaluated in the proper category (e.g., cold
breakfast cereal). In contrast, marketing research tests
often deliver explicit concepts about a product—Ilabel
claims, advertising imagery, nutritional information,
or any other information that may enter into the mix
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Table 1.3 Contrast of
sensory evaluation consumer
tests with market research
tests

Sensory testing with consumers
Participants screened to be users of the product category
Blind-labeled samples—random codes with minimal conceptual information

Determines if sensory properties and overall appeal met targets
Expectations based on similar products used in the category
Not intended to assess response/appeal of product concept
Market research testing (concept and/or product test)
Participants in product-testing phase selected for positive response to concept
Conceptual claims, information, and frame of reference are explicit

Expectations derived from concept/claims and similar product usage
Unable to measure sensory appeal in isolation from concept and expectations

designed to make the product conceptually appeal-
ing (e.g., bringing attention to convenience factors in
preparation).

In a sensory test all these potentially biasing factors
are stripped away in order to isolate the opinion based
on sensory properties only. In the tradition of scientific
inquiry, we need to isolate the variables of inter-
est (ingredients, processing, packaging changes) and
assess sensory properties as a function of these vari-
ables, and not as a function of conceptual influences.
This is done to minimize the influence of a larger
cognitive load of expectations generated from com-
plex conceptual information. There are many potential
response biases and task demands that are entailed
in “selling” an idea as well as in selling a product.
Participants often like to please the experimenter and
give results consistent with what they think the person
wants. There is a large literature on the effect of fac-
tors such as brand label on consumer response. Product
information interacts in complex ways with consumer
attitudes and expectancies (Aaron et al., 1994; Barrios
and Costell, 2004; Cardello and Sawyer, 1992; Costell
et al., 2009; Deliza and MacFie, 1996; Giménez et al.,
2008; Kimura et al., 2008; Mielby and Frgst, 2009;
Park and Lee, 2003; Shepherd et al., 1991/1992).
Expectations can cause assimilation of sensory reac-
tions toward what is expected under some conditions
and under other conditions will show contrast effects,
enhancing differences when expectations are not met
(Siegrist and Cousin, 2009; Lee et al., 2006; Yeomans
et al., 2008; Zellner et al., 2004). Packaging and brand
information will also affect sensory judgments (Dantas
et al., 2004; Deliza et al., 1999; Enneking et al., 2007).
So the apparent resemblance of a blind sensory test and
a fully concept-loaded market research test are quite
illusory. Corporate management needs to be reminded
of this important distinction. There continues to be

tension between the roles of marketing research and
sensory research within companies. The publication by
Garber et al. (2003) and the rebuttal to that paper by
Cardello (2003) are a relatively recent example of this
tension.

Different information is provided by the two test
types and both are very important. Sensory evalua-
tion is conducted to inform product developers about
whether they have met their sensory and performance
targets in terms of perception of product characteris-
tics. This information can only be obtained when the
test method is as free as possible from the influences
of conceptual positioning. The product developer has
a right to know if the product meets its sensory goals
just as the marketer needs to know if the product meets
its consumer appeal target in the overall conceptual,
positioning, and advertising mix. In the case of prod-
uct failures, strategies for improvement are never clear
without both types of information.

Sometimes the two styles of testing will give appar-
ently conflicting results (Oliver, 1986). However, it
is almost never the situation that one is “right” and
the other is “wrong.” They are simply different types
of evaluations and are even conducted on different
participants. For example, taste testing in market
research tests may be conducted only on those per-
sons who previously express a positive reaction to the
proposed concept. This seems reasonable, as they are
the likely purchasers, but bear in mind that their prod-
uct evaluations are conducted after they have already
expressed some positive attitudes and people like to
be internally consistent. However, a blind sensory con-
sumer test is conducted on a sample of regular product
user, with no prescreening for conceptual interest or
attitudes. So they are not necessarily the same sam-
ple population in each style of test and differing results
should not surprise anyone.
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1.3.2 Differences from Traditional
Product Grading Systems

A second arena of apparent similarity to sensory eval-
uation is with the traditional product quality grading
systems that use sensory criteria. The grading of agri-
cultural commodities is a historically important influ-
ence on the movement to assure consumers of quality
standards in the foods they purchase. Such techniques
were widely applicable to simple products such as fluid
milk and butter (Bodyfelt et al., 1988, 2008), where
an ideal product could be largely agreed upon and the
defects that could arise in poor handling and process-
ing gave rise to well-known sensory effects. Further
impetus came from the fact that competitions could
be held to examine whether novice judges-in-training
could match the opinions of experts. This is much
in the tradition of livestock grading—a young per-
son could judge a cow and receive awards at a state
fair for learning to use the same criteria and critical
eye as the expert judges. There are noteworthy differ-
ences in the ways in which sensory testing and quality
judging are performed. Some of these are outlined in
Table 1.4.

The commodity grading and the inspection tradi-
tion have severe limitations in the current era of highly
processed foods and market segmentation. There are
fewer and fewer “standard products” relative to the
wide variation in flavors, nutrient levels (e.g., low
fat), convenience preparations, and other choices that

line the supermarket shelves. Also, one person’s prod-
uct defect may be another’s marketing bonanza, as in
the glue that did not work so well that gave us the
ubiquitous post-it notes. Quality judging methods are
poorly suited to research support programs. The tech-
niques have been widely criticized on a number of sci-
entific grounds (Claassen and Lawless, 1992; Drake,
2007; O’Mahony, 1979; Pangborn and Dunkley, 1964;
Sidel et al., 1981), although they still have their propo-
nents in industry and agriculture (Bodyfelt et al., 1988,
2008).

The defect identification in quality grading empha-
sizes root causes (e.g., oxidized flavor) whereas the
descriptive approach uses more elemental singular
terms to describe perceptions rather than to infer
causes. In the case of oxidized flavors, the descrip-
tive analysis panel might use a number of terms
(oily, painty, and fishy) since oxidation causes a num-
ber of qualitatively different sensory effects. Another
notable difference from mainstream sensory evalua-
tion is that the quality judgments combine an overall
quality scale (presumably reflecting consumer dis-
likes) with diagnostic information about defects, a
kind of descriptive analysis looking only at the nega-
tive aspects of products. In mainstream sensory eval-
uation, the descriptive function and the consumer
evaluation would be clearly separate in two distinct
tests with different respondents. Whether the opin-
ion of a single expert can effectively represent con-
sumer opinion is highly questionable at this time in
history.

Table 1.4 Contrast of sensory evaluation tests with quality inspection

Sensory testing

Separates hedonic (like—dislike) and descriptive information into separate tests
Uses representative consumers for assessment of product appeal (liking/disliking)
Uses trained panelists to specify attributes, but not liking/disliking

Oriented to research support

Flexible for new, engineered, and innovative products
Emphasizes statistical inference for decision making, suitable experimental designs, and sample sizes

Quality inspection

Used for pass—fail online decisions in manufacturing
Provides quality score and diagnostic information concerning defects in one test
Uses sensory expertise of highly trained individuals

May use only one or very few trained experts

Product knowledge, potential problems, and causes are stressed
Traditional scales are multi-dimensional and poorly suited to statistical analyses

Decision-making basis may be qualitative
Oriented to standard commodities
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1.4 Summary and Conclusions

Sensory evaluation comprises a set of test methods
with guidelines and established techniques for product
presentation, well-defined response tasks, statistical
methods, and guidelines for interpretation of results.
Three primary kinds of sensory tests focus on the

existence of overall differences among products (dis-
crimination tests), specification of attributes (descrip-
tive analysis), and measuring consumer likes and
dislikes (affective or hedonic testing). Correct applica-
tion of sensory technique involves correct matching of
method to the objective of the tests, and this requires
good communication between sensory specialists and
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Fig. 1.4 A sensory evaluation department may interact with
many other departments in a food or consumer products com-
pany. Their primary interaction is in support of product research
and development, much as marketing research supports the
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company’s marketing efforts. However, they may also inter-
act with quality control, marketing research, packaging and
design groups, and even legal services over issues such as claim
substantiation and advertising challenges.
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end-users of the test results. Logical choices of test
participants and appropriate statistical analyses form
part of the methodological mix. Analytic tests such as
the discrimination and descriptive procedures require
good experimental control and maximization of test
precision. Affective tests on the other hand require
use of representative consumers of the products and
test conditions that enable generalization to how
products are experienced by consumers in the real
world.

Sensory tests provide useful information about the
human perception of product changes due to ingre-
dients, processing, packaging, or shelf life. Sensory
evaluation departments not only interact most heav-
ily with new product development groups but may
also provide information to quality control, marketing
research, packaging, and, indirectly, to other groups
throughout a company (Fig. 1.4). Sensory information
reduces risk in decisions about product development
and strategies for meeting consumer needs. A well-
functioning sensory program will be useful to a com-
pany in meeting consumer expectations and insuring
a greater chance of marketplace success. The utility
of the information provided is directly related to the
quality of the sensory measurement.

.., sensory food science stands at the intersection of
many disciplines and research traditions, and the stake-
holders are many (Tuorila and Monteleone, 2009).

Quantities derive from measurement, figures from
quantities, comparisons from figures, and victory from
comparisons (Sun Tzu — The Art of War (Ch. 4, v.18)).
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2.1 Introduction

In order to design effective sensory tests and provide
insightful interpretation of the results, a sensory pro-
fessional must understand the functional properties of
the sensory systems that are responsible for the data.
By a functional property, we mean a phenomenon like
mixture interactions such as masking or suppression.
Another example is sensory adaptation, a commonly

242 Retronasal Smell . . . . . ... ... 36 - A .
2.4.3  Olfactory Sensitivity and Specific observed decrease in responsiveness to conditions of
Anosmia . . . . . ... ... 37 more or less constant stimulation. In addition, it is
244 Odor Qualities: Practical Systems . . . . 38 ygefy] to understand the anatomy and physiology of
2.4.5 Functional Properties: Adaptation, Mixture . . . ..
S . the senses involved as well as their functional limita-
uppression, and Release . . . . . . . . 39 . T
2.5 Chemesthesis . . . . . . . . o . 41 tions. A good example of a functional limitation is the
2.5.1 Qualities of Chemesthetic threshold or minimal amount of a stimulus needed for
Experience . . . ........... 41 perception. Knowing about the anatomy of the senses
H.T. Lawless, H. Heymann, Sensory Evaluation of Food, Food Science Text Series, 19

DOI 10.1007/978-1-4419-6488-5_2, © Springer Science+Business Media, LLC 2010



20 2 Physiological and Psychological Foundations of Sensory Function

can help us understand how consumers and panelists
interact with the products to stimulate their senses
and by what routes. Different routes of smelling, for
example, are the orthonasal or sniffing route, when
odor molecules enter the nose from the front (nos-
trils), versus retronasal smell, when odor molecules
pass into the nose from the mouth or from breathing
out, and thus have a reversed airflow pathway from that
of external sniffing.

Another basic area that the sensory professional
should have as background knowledge involves the
sensory testing methods and human measurement pro-
cedures that are the historical antecedents to the tests
we do today. This is part of the science of psy-
chophysics, the quantification and measurement of
sensory experiences. Psychophysics is a very old dis-
cipline that formed the basis for the early studies in
experimental psychology. Parallels exist between psy-
chophysics and sensory evaluation. For example, the
difference test using paired comparisons is a version of
the method used for measuring difference thresholds
called the method of constant stimuli. In descrip-
tive analysis with trained panels, we work very hard
to insure that panelists use singular uni-dimensional
scales. These numerical systems usually refer to a sin-
gle sensory continuum like sweetness or odor strength
and are thus based on changes in perceived intensity.
They do not consider multiple attributes and fold them
into a single score like the old-quality grading meth-
ods. Thus there is a clear psychophysical basis for the
attribute scales used in descriptive analysis.

This chapter is designed to provide the reader some
background in the sensory methods of psychophysics.
A second objective is to give an overview of the struc-
ture and function of the chemical senses of taste,
smell, and the chemesthetic sense. Chemesthesis refers
to chemically induced sensations that seem to be at
least partly tactile in nature, such as pepper heat,
astringency, and chemical cooling. These three senses
together comprise what we loosely call flavor and are
the critical senses for appreciating foods, along with
the tactile, force, and motion-related experiences that
are part of food texture and mouthfeel. Texture is dealt
with in Chapter 11 and color and appearance evalua-
tions in Chapter 12. The auditory sense is not a large
part of food perception, although many sounds can
be perceived when we eat or manipulate foods. These
provide another sense modality to accompany and rein-
force our texture perceptions, as in the case of crisp

or crunchy foods, or the audible hissing sound we get
from carbonated beverages (Vickers, 1991).

One growing area of interest in the senses concerns
our human biodiversity, differences among people in
sensory function. These differences can be due to
genetic, dietary/nutritional, physiological (e.g., aging),
or environmental factors. The research into the genet-
ics of the chemical senses, for example, has experi-
enced a period of enormous expansion since the first
edition of this book. The topic is too large and too
rapidly changing to receive a comprehensive treatment
here. We will limit our discussion of individual differ-
ences and genetic factors to those areas that are well
understood, such as bitter sensitivity, smell blindness,
and color vision anomalies. The sensory practitioner
should be mindful that people exist in somewhat differ-
ent sensory worlds. These differences contribute to the
diversity of consumer preferences. They also limit the
degree to which a trained panel can be “calibrated” into
uniform ways of responding. Individual differences
can impact sensory evaluations in many ways.

2.2 Classical Sensory Testing
and Psychophysical Methods

2.2.1 Early Psychophysics

The oldest branch of experimental psychology is that
of psychophysics, the study of relationships between
physical stimuli and sensory experience. The first true
psychophysical theorist was the nineteenth century
German physiologist, E. H. Weber. Building on ear-
lier observations by Bernoulli and others, Weber noted
that the amount that a physical stimulus needed to be
increased to be just perceivably different was a con-
stant ratio. Thus 14.5 and 15 ounces could be told
apart, but with great difficulty, and the same could
be said of 29 and 30 ounces or 14.5 and 15 drams
(Boring, 1942). This led to the formulation of Weber’s
law, generally written nowadays as

Al/l =k 2.1
where AI is the increase in the physical stimulus that
was required to be just discriminably different from
some starting level, I. The fraction, Al/l, is some-
times called the “Weber fraction” and is an index of
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how well the sensory system detects changes. This
relationship proved generally useful and provided the
first quantitative operating characteristic of a sensory
system. Methods for determining the difference thresh-
old or just-noticeable-difference (j.n.d.) values became
the stock in trade of early psychological researchers.
These methods were codified by G. T. Fechner in a
book called Elemente der Psychophysik (Elements of
Psychophysics) in 1860. Fechner was a philosopher as
well as a scientist and developed an interest in Eastern
religions, in the nature of the soul, and in the Cartesian
mind-body dichotomy. Fechner’s broader philosophi-
cal interests have been largely overlooked, but his little
book on sensory methods was to become a classic
text for the psychology laboratory. Fechner also had
a valuable insight. He realized that the j.n.d. might be
used as a unit of measurement and that by adding up
jn.d.s one could construct a psychophysical relation-
ship between physical stimulus intensity and sensory
intensity. This relationship approximated a log func-
tion, since the integral of 1/x dx is proportional to the
natural log of x. So a logarithmic relationship appeared
useful as a general psychophysical “law:”
S=klogl (2.2)
where § is sensation intensity and / is once again the
physical stimulus intensity. This relationship known as
Fechner’s law was to prove a useful rule of thumb for
nearly 75 years, until it was questioned by acoustical
researchers who supplanted it with a power law (see
Section 2.2.3).

2.2.2 The Classical Psychophysical
Methods

Fechner’s enduring contribution was to assemble and
publish the details of sensory test methods and how
several important operating characteristics of sensory
systems could be measured. Three important meth-
ods were the method of limits, the method of constant
stimuli (called the method of right and wrong cases in
those days), and the method of adjustment or average
error (Boring, 1942). The methods are still used today
in some research situations and variations on these
methods form part of the toolbox of applied sensory
evaluation. Each of the three methods was associated

with a particular type of measured response of sensory
systems. The method of limits was well suited to deter-
mine absolute or detection thresholds. The method of
constant stimuli could be used to determine difference
thresholds and the method of adjustment to establish
sensory equivalence.

In the method of limits the physical stimulus is
changed by successive discrete steps until a change
in response is noted. For example, when the stimu-
lus is increasing in intensity, the response will change
from “no sensation” to “I detect something.” When
the stimulus is decreasing in intensity, at some step
the response will change back to “no sensation.” Over
many trials, the average point of change can be taken
as the person’s absolute threshold (see Fig. 2.1). This
is the minimum intensity required for detection of the
stimulus. Modern variations on this method often use
only an ascending series and force the participants
to choose a target sample among alternative “blank”
samples at each step. Each concentration must be dis-
criminated from a background level such as plain water
in the case of taste thresholds. Forced-choice methods
for determining thresholds are discussed in detail in
Chapter 6.

In the method of constant stimuli, the test stimu-
lus is always compared against a constant reference
level (a standard), usually the middle point on a series
of physical intensity levels. The subject’s job is to
respond to each test item as “greater than” or “less
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Fig. 2.1 An example of the method of limits. The circled rever-
sal points would be averaged to obtain the person’s threshold.
A: ascending series. D: descending series. In taste and smell,
only ascending series are commonly used to prevent fatigue,
adaptation or carry-over of persistent sensations.
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Frequency (percent) judged
“sweeter” than the standard

| | I \iﬁ |

Fig. 2.2 A psychometric function derived from the Method
of Constant Stimuli, a repeated series of paired comparisons
against a constant (standard) stimulus, in this case 10% sucrose.
Frequency of judgments in which the comparison stimulus is

than” the standard. Many replications of each inten-
sity level are presented. The percentage of times the
response is “greater than” can be plotted as in Fig. 2.2.
This S-shaped curve is called a psychometric function
(Boring, 1942). The difference threshold was taken as
the difference between the 50 and 75% points interpo-
lated on the function. The method of constant stimuli
bears a strong resemblance to current techniques of
paired comparison, with two exceptions. One point
of difference is that the method was geared toward
interval estimation, rather than testing for statistically
significant differences. That is, the technique estimated
points on the psychometric function (25, 50, and 75%)
and researchers were not concerned with statistical
significance of difference tests. Also, a range of com-
parison stimuli were tested against the standard and not
just a single paired comparison of products.

The third major method in classical psychophysics
was the method of adjustment or average error. The
subject was given control over a variable stimulus like
a light or a tone and asked to match a standard in
brightness or loudness. The method could be used to
determine difference thresholds based on the variabil-
ity of the subject over many attempts at matching, for
example, using the standard deviation as a measure

10 12 14 16 18
SUCROSE CONCENTRATION (%)

judged sweeter than the standard are plotted against concentra-
tion. The difference threshold is determined by the concentration
difference between the standard and the interpolated 75% (or
25%) point. UDL: Upper difference limen (threshold).

of difference threshold. A modern application is in
measuring sensory tradeoff relationships. In this type
of experiment the duration of a very brief tone could
be balanced against a varying sound pressure level to
yield a constant perception of loudness. Similarly, the
duration of a flash of light could be traded off against
its photometric intensity to create a constant perceived
brightness. For very brief tones or brief flashes, there
is summation of the intensity over time in the nervous
system, so that increasing duration can be balanced
against decreasing physical intensity to create a con-
stant perception. These methods have proven useful
in understanding the physiological response of differ-
ent senses to the temporal properties of stimuli, for
example, how the auditory and visual systems integrate
energy over time.

Adjustment methods have not proven so useful for
assessing sensory equivalence in applied food testing,
although adjustment is one way of trying to optimize
an ingredient level (Hernandez and Lawless, 1999;
Mattes and Lawless, 1985). Pangborn and co-workers
employed an adjustment method to study individual
preferences (Pangborn, 1988; Pangborn and Braddock,
1989). Adding flavors or ingredients “to taste” at the
benchtop is a common way of initially formulating
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products. It is also fairly common to make formula
changes to produce approximate sensory matches to
some target, either a standard formula or perhaps
some competitor’s successful product. However, the
method as applied in the psychophysics laboratory
is an unwieldy technique for the senses of taste and
smell where elaborate equipment is needed to provide
adjustable stimulus control. So methods of equiva-
lency adjustment are somewhat rare with food test-
ing.

2.2.3 Scaling and Magnitude Estimation

A very useful technique for sensory measurement has
been the direct application of rating scales to measure
the intensity of sensations. Historically known as the
“method of single stimuli,” the procedure is highly
cost efficient since one stimulus presentation yields
one data point. This is in contrast to a procedure like
the method of constant stimuli, where the presentation
of many pairs is necessary to give a frequency count
of the number of times each level is judged stronger
than a standard. Rating scales have many uses. One of
the most common is to specify a psychophysical func-
tion, a quantitative relationship between the perceived
intensity of a sensation and the physical intensity of
the stimulus. This is another way of describing a
dose-response curve or in other words, capturing the
input—output function of a sensory system over its
dynamic range.

The technique of magnitude estimation grew out of
earlier procedures in which subjects would be asked to
fractionate an adjustable stimulus. For example, a sub-
ject would be asked to adjust a light or tone until it
seemed half as bright as a comparison stimulus. The
technique was modified so that the experimenter con-
trolled the stimulus and the subject responded using
(unrestricted) numbers to indicate the proportions or
ratios of the perceived intensities. Thus if the test stim-
ulus was twice as bright as the standard, it would be
assigned a number twice as large as the rating for the
standard and if one-third as bright, a number one-third
as large. An important observation in S. S. Stevens’
laboratory at Harvard was that the loudness of sounds
was not exactly proportional to the decibel scale. If
Fechner’s log relationship was correct, rated loudness
should grow in a linear fashion with decibels, since

they are a log scale of sound pressure relative to a refer-
ence (db = 20 log (P/Pgy) where P is the sound pressure
and Py is the reference sound pressure, usually a value
for absolute threshold). However, discrepancies were
observed between decibels and loudness proportions.

Instead, Stevens found with the direct magnitude
estimation procedure that loudness was a power func-
tion of stimulus intensity, with an exponent of about
0.6. Scaling of other sensory continua also gave
power functions, each with its characteristic exponent
(Stevens, 1957, 1962). Thus the following relationship
held:

S==kI"or log S =nlogI+logk (2.3)
where n was the characteristic exponent and k& was
a proportionality constant determined by the units of
measurement. In other words, the function formed a
straight line in a log—log plot with the exponent equal
to the slope of the linear function. This was in contrast
to the Fechnerian log function which was a straight
line in a semilog plot (response versus log physical
intensity).

One of the more important characteristics of a
power function is that it can accommodate relation-
ships that are expanding or positively accelerated while
the log function does not. The power function with an
exponent less than one fits a law of diminishing returns,
i.e., larger and larger physical increases are required to
maintain a constant proportional increase in the sensa-
tion level. Other continua such as response to electric
shocks and some tastes were found to have a power
function exponent greater than one (Meiselman, 1971;
Moskowitz, 1971; Stevens, 1957). A comparison of
power functions with different exponents is shown in
Fig. 2.3.

Many sensory systems show an exponent less that
one. This shows a compressive energy relationship that
may have adaptive value for an organism responding to
a wide range of energy in the environment. The range
from the loudest sound one can tolerate to the faintest
audible tone is over 100 dB. This represents over 10 log
units of sound energy, a ratio of 10 billion to one. The
dynamic range for the visual response of the eyes to
different levels of light energy is equally broad. Thus
exponents less than one have ecological significance
for sensory systems that are tuned to a broad range of
physical energy levels.
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Fig. 2.3 Power function exponents less than, equal to, or greater than one generate different curves. In a log—log plot the exponent

becomes the slope of a straight line.

Magnitude estimation as a test method and the
resulting form of the power function formed an
interlocking and valid system in Stevens’ thinking.
Power function exponents were predictable from var-
ious experiments. For example, in a cross-modality
matching experiment, separate scaling functions were
derived for two continua (e.g., brightness and loud-
ness). One continuum was then scaled as a function of
the other without using numbers. For example, a sub-
ject would be told to adjust the brightness of a light
so it matched the loudness of a tone (fixed by the
experimenter). The exponent in the matching experi-
ment could be accurately predicted from the ratios of
the exponents in the two separate scaling experiments.

When setting the sensations equal, the following rela-
tionships should hold:

loudness = brightness = k log I''' =k log I'* (2.4)
and
ny log(Isound) + (a constant) = ny log(lignt)
+ (a constant)
and
log(Isound) = n2/n2 log(Light) + (a constant) (2.6)

so that plotting a function of log sound intensity as
a function of log light intensity would give a straight
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line with slope equal to ny/nj. This technique was
very reliable (Stevens, 1959) and was often used as an
undergraduate laboratory demonstration.

2.2.4 Critiques of Stevens

Other researchers were not so willing to accept the sim-
ple idea that the numbers applied to stimuli were in fact
a direct reflection of the perceived sensation intensity.
After all, the sensation was a subjective experience and
the person had to decide what numbers to apply to
the experience. So the simple stimulus—response idea
was replaced by the notion that there were at least
two separate processes: a psychophysical relationship
translating stimulus intensity into subjective experi-
ence and response output function by which the subject
applied numbers or some other response categories to
the stimulus. Obviously, different scaling techniques
could produce different response matching functions,
so it was not surprising that an open-ended scal-
ing task like magnitude estimation and a fixed-range
scaling task like category ratings produced different
psychophysical functions (a power function and a log
function, respectively).

An extended argument ensued between the pro-
ponents of magnitude estimation and proponents of
other scaling techniques like simple category scales
(Anderson, 1974). The magnitude estimation camp
claimed that the technique was capable of true ratio
scale measurement, like measurements of physical
quantities in the natural sciences (length, mass, heat,
etc.). This was a preferable level of measurement than
other techniques that merely rank ordered stimuli or
measured them on interval scales (see Chapter 7).
Opponents of these assertions remained unconvinced.
They pointed out that the interlocking theory of the
power law and the method that generated it were
consistent, but self-justifying or circular reasoning
(Birnbaum, 1982).

One problem was that category scales gave data
consistent with Fechner’s log function. Indirect scales
did as well, so these two methods produced a consis-
tent system (McBride, 1983). Category scales already
had widespread use in applied sensory testing at about
the time Stevens was spreading the doctrines of ratio-
level scaling and magnitude estimation (Caul, 1957).
Given the argument that only one kind of scale could

be a true or valid representation of sensations and the
fact that they were nonlinearly related (Stevens and
Galanter, 1957) an “either/or” mentality soon devel-
oped. This is an unfortunate distraction for applied
sensory workers. For many practical purposes, the cat-
egory and magnitude scaling data are very similar,
especially over the small ranges of intensities encoun-
tered in most sensory tests (Lawless and Malone 1986).

2.2.5 Empirical Versus Theory-Driven
Functions

Both the log function and the power function are
merely empirical observations. There are an unlimited
number of mathematical relationships that could be
fit to the data and many functions will appear nearly
linear in log plots. An alternative psychophysical rela-
tionship has been proposed that is based on physio-
logical principles. This is a semi-hyperbolic function
derived from the law of mass action and is mathe-
matically equivalent to the function used to describe
the kinetics of enzyme—substrate relationships. The
Michaelis—Menten kinetic equation states the veloc-
ity of an enzyme—substrate reaction as a function of
the substrate concentration, dissociation constant, and
the maximum rate (Lehninger 1975; Stryer, 1995).
Another version of this equation was proposed by
Beidler, a pioneering physiologist, for description of
the electrical responses of taste nerves and receptor
cells (Beidler, 1961). The relationship is given by

R = (RmaxO)/(k + C) 2.7

where R is response, Rmax 1s the maximal response,
and k is the concentration at which response is half-
maximal. In enzyme Kinetics, k is a quantity pro-
portional to the dissociation constant of the enzyme—
substrate complex. Since taste involves the binding of a
molecule to a protein receptor, it is perhaps not surpris-
ing that there is a parallel between taste response and
an enzyme—substrate binding relationship. So this rela-
tionship has stirred some interest among researchers
in the chemical senses (Curtis et al., 1984; McBride,
1987). In a plot of log concentration, the function
forms an S-shaped curve, with an initial flat portion,
a steep rise and then another flat zone representing
saturation of response at high levels (see Fig. 2.4).
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Fig. 2.4 The semi-hyperbolic relationship attributed to Beidler,
cast in the same form as the Michaelis—-Menten enzyme
kinetic equation. This type of function is a common

This is intuitively appealing. The response at levels
below threshold should hover around some baseline
and then grow faster as threshold is surpassed (Marin
etal., 1991). The function should eventually flatten out
as it approaches a maximum response as all receptor
sites are filled and/or as the maximum number of taste
nerves respond at their maximum rate. In other words
the system must saturate at some point.

4

6
ncentration

form of a dose-response curve for chemical stimuli. In
the lower panel the semi-log plot takes the form of an
S-curve.

2.2.6 Parallels of Psychophysics
and Sensory Evaluation

Each of the psychophysical techniques mentioned in
this section has its parallel or application in applied
sensory evaluation. The emphasis of sensory psy-
chology is on studying the person as the research
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object of interest, while applied sensory evaluation
uses people to understand the sensory properties of
products. Because any sensory event is an interac-
tion of person and stimulus, the parallels in techniques
should not surprise us. The major psychophysical
research questions and methods and their sensory eval-
uation parallels are shown in Table 2.1. Threshold
measurement has its applications in determining the
minimum levels for impact of flavor compounds
and the concentration ranges in which taints or off-
flavors are likely to cause problems. Difference thresh-
olds are similar in many ways to difference testing,
with both scenarios making use of forced-choice or
comparison procedures. Scaling is done in the psy-
chophysics laboratory to determine psychophysical
functions, but can also be used to describe sen-
sory changes in product characteristics as a function
of ingredient levels. So there are many points of
similarity.

The remainder of this chapter is devoted to basic
information on the structure and function of the fla-
vor senses, since they have strong influence on the
acceptability of foods. The visual and tactile senses are
discussed only briefly, as separate chapters are devoted
to color and visual perception generally (Chapter 12),
and to texture evaluation (Chapter 11). For further
information on sensory function the reader should
go to basic texts on the senses such as Goldstein
(1999) or the comprehensive Handbook of Perception
(Goldstein, 2001).

2.3 Anatomy and Physiology
and Functions of Taste

2.3.1 Anatomy and Physiology

Specialized sense organs on the tongue and soft palate
contain the receptors for our sense of taste. Taste
receptors are in the cell membranes of groups of
about 30-50 cells clustered in a layered ball called
a taste bud. These cells are modified epithelial cells
(skin-like cells) rather than neurons (nerve cells) and
they have a lifespan of about a week. New cells dif-
ferentiate from the surrounding epithelium, migrate
into the taste bud structure and make contact with
sensory nerves. A pore at the top of the taste bud
makes contact with the outside fluid environment in
the mouth and taste molecules are believed to bind to
the hair-like cilia at or near the opening. An illustra-
tion of this structure is shown in Fig. 2.5. Taste cells
in a bud are not independently operating receptors,
but make contact with each other and share junc-
tions between cells for common signaling functions.
The taste receptor cells make contact with the pri-
mary taste nerves over a gap or synaptic connection.
Packets of neurotransmitter molecules are released into
this gap to stimulate the taste nerves and send the
taste signals on to the higher processing centers of the
brain.

Table 2.1 Questions and

methods in psychophysics and (o tion

Sensory evaluation

Psychophysical study examples

sensory evaluation -
At what level is the

stimulus detected?

At what level can a
change be
perceived?

What is the
relationship between
physical intensity
and sensory
response?

What is the matching
relationship between
two stimuli?

Detection or absolute Thresholds, taint

threshold investigation, flavor
measurement impact studies, dilution
methods
Difference thresholds, Difference testing
just-noticeable-
difference

Scaling via direct
numerical responses
or indirect scales from
difference thresholds

Scaling attribute intensity
as in descriptive analysis

Adjustment procedures,
trade-off relationships

Adjusting ingredients to
match or optimize
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Fig. 2.5 (a) Cross-sectional drawing of a fungiform papilla. E,
epithelium; TB, taste buds; TA, trigeminal afferent nerves ter-
minating in various branched endings or encapsulated receptor
structures; FA—facial nerve (chorda tympani) taste afferents ter-
minating in taste buds. (b) Cross-sectional drawing of a taste
bud. CE, cornified epithelium; EC, epithelial cells that may dif-
ferentiate into taste receptor cells; RC, taste receptor cells, TP
taste pore; A, axons from primary taste nerves making synaptic
contact with receptor cells.

Through genetic research, the nature and types of
taste receptor proteins have now been characterized.
For sweet, bitter, and umami tastes, two families of
receptor proteins are functional, the T1Rs for sweet
and umami and the T2Rs for bitter tastes. These recep-
tor proteins have seven transmembrane segments con-
nected by intracellular and extracellular loops (hence
“TTMs”). Figure 2.6 shows the arrangement of a
7TM with its genetically variable segments, which
is also the structure of the family of odor receptors
and the visual receptor, rhodopsin. The T1R proteins
have about 850 amino acids and a large extracellular
N-terminus, sometimes referred to as a “venus fly-
trap domain” after the hypothetical pockets formed by
the paired (dimer) forms of these receptors. The T2Rs
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Fig. 2.6 (a) Planar schematic of a 7-transmembrane chemore-
ceptor protein. 7TMs have helical segments inside the membrane
and several intracellular and extracellular peptide loops. The
T1Rs for sweet and umami reception are associated as dimers
with a long N-terminal; The T2Rs for bitter reception do not.
(b) Schematic of the 7-transmembrane olfactory receptor, mod-
eled after the structure of rhodopsin, the visual receptor protein.
Transmembrane segments are symbolized by the cylinders and
extracellular and intracellular loops by the heavy lines connect-
ing them. Genetically variable segments include the barrels of
segments II, IV, and V and the extracellular loop connecting
segments VI and VII, making these sections candidates for a
receptor pocket.

have about 300-330 amino acids and a short extracel-
lular N-terminus (Bachmanov and Beauchamp, 2007).
The two families can exist side by side in taste buds,
but are expressed in different cells (Sugita, 2006). The
family of T2Rs contains about 40 active human vari-
ants with 38 intact genes currently known (Bachmanov
and Beauchamp, 2007). Different T2Rs may be co-
expressed in the same cells. This may explain why
most bitter taste substances are similar in quality and
difficult to differentiate. The number and variability of
this family may be responsible for the ability of mam-
mals to react to a wide range of molecular structures
among the various bitter substances. The hT2R38 vari-
ant has been identified as the receptor for molecules
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such as PTC (phenylthiocarbamide or phenylthiourea)
and PROP (6-n-propylthiouracil) to which there is
a genetically based taste “blindness.” The mutations
in hT2R38 responsible for this inherited insensitivity
have been identified (Bufe et al., 2005; Kim et al.,
2003).

The T1Rs comprise only three peptide chains in
two combinations, forming heterodimers. One dimer
is the TIR1/T1R2 combination that is sensitive to
glutamate and thus functions as an umami taste recep-
tor. The other dimer is a TIR2/T1R3 combination
that functions as the sweet receptor. The umami and
sweet receptors are expressed in different taste recep-
tor cells. Both the T1Rs and the T2Rs are G-protein
coupled receptors (GPCRs) as are olfactory and visual
receptors. The G-protein is an intracellular messenger
consisting of three subunits, associated to the recep-
tor inside the cell membrane. Stimulation of the taste
receptor (i.e., binding to the 7-TM) leads to separa-
tion of the G-protein subunits, which can then activate
other enzyme systems within the cell, causing a cas-
cade of amplified events. Notably, G-protein subunits
may activate adenylate cyclase, leading to production
of cyclic AMP and/or phospholipase C, producing
inositol triphosphate (IP3) (Sugita, 2006). Both cAMP
and IP3 cause further activation of intracellular mecha-
nisms such as activation or inactivation of ion channels
in the cell membrane. These events lead to calcium
influx or release, which is required for binding of
neurotransmitter vesicles (packets) to the cell mem-
brane and release of neurotransmitter molecules into
the synapse to stimulate the associated taste nerve.

Salt and sour taste mechanisms appear to work
more directly on ion channels, rather than via GPCRs.
Sodium entering the cell is responsible for a cell mem-
brane potential change (an ionic/electrical gradient)
associated with calcium influx. Various ion channels
have been proposed for mediating salty taste. Protons
for sour taste may enter taste receptor cells and then
stimulate ion channels such as the family of acid-
sensitive ion channels (ASICs) or potassium conduc-
tance channels (Bachmanov and Beauchamp, 2007; Da
Conceicao Neta et al., 2007; Sugita, 2006). Evidence
points to the involvement of members of the transient
receptor potential family in sour transduction, specifi-
cally members of the polycystic kidney disease family
of receptors (PKD, so named from the syndromes in
which they were first identified) (Ishimaru et al., 2006).
Recent work has also suggested a taste sensitivity to

free fatty acids, due to the presence of a fatty acid trans-
porter, CD36, in taste receptor cells (Bachmanov and
Beauchamp, 2007). This could serve as a supplement
to the textural cues which are usually thought of as the
main signal for fat in the oral cavity.

The taste buds themselves are contained in special-
ized structures consisting of bumps and grooves on the
tongue. The tongue is not a smooth uniform surface.
The upper surface is covered with small cone-shaped
filiform papillae. These serve a tactile function but
do not contain taste buds. Interspersed among the fil-
iform papillae, especially on the front and edges of
the tongue are slightly larger mushroom-shaped fungi-
form papillae, often more reddish in color. These small
button-shaped structures contain from two to four taste
buds each, on the average (Arvidson, 1979). There are
over a hundred on each side of the anterior tongue,
suggesting an average of several hundred taste buds
in the normal adult fungiform papillae (Miller and
Bartoshuk, 1991). Along the sides of the tongue there
are several parallel grooves about two-thirds of the
way back from the tip to the root, called the foliate
papillae. Each groove contains several hundred taste
buds. Other specialized structures are about seven large
button-shaped bumps arranged in an inverted-V on the
back of the tongue, the circumvallate papillae. They
contain several hundred taste buds in the outer grooves
or moat-like fissures that surround them. Taste buds are
also located on the soft palate just behind where the
hard or bony part of the palate stops, an important but
often overlooked area for sensing taste. The root of the
tongue and upper part of the throat are also sensitive to
tastes. Frequency counts of taste buds show that people
with higher taste sensitivity tend to possess more taste
buds (Bartoshuk et al., 1994).

Four different pairs of nerves innervate the tongue to
make contact with these structures. This may explain
in part why the sense of taste is resistant to disease,
trauma, and aging, in contrast to the sense of smell
(Weiffenbach, 1991). The fungiform papillae are inner-
vated by the chorda tympani branches of the facial
nerves (cranial nerve VII), which as its name sug-
gests, crosses the eardrum. This circuitous route has
actually permitted monitoring of human taste nerve
impulses during surgery on the middle ear (Diamant
et al., 1965). The glossopharyngeal nerves (cranial
nerve IX) send branches to the rear of the tongue and
the vagus nerve (cranial X) to the far posterior areas
on the tongue root. The greater superficial petrosal
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branch of the facial nerve goes to the palatal taste area
(Miller and Spangler, 1982; Nejad, 1986). Any one of
the four classical taste qualities can be perceived on
any area of the tongue, so the old-fashioned map of
the tongue with different tastes in different areas is not
accurate. For example, thresholds for quinine are lower
on the front of the tongue than the circumvallate area
(Collings, 1974).

Saliva plays an important part in taste function, both
as a carrier of sapid molecules to the receptors and
because it contains substances capable of modulat-
ing taste response. Saliva contains sodium and other
cations, bicarbonate capable of buffering acids, and a
range of proteins and mucopolysaccharides that give
it its slippery and coating properties. There are recent
suggestions that salivary glutamate may be capable
of altering food flavor perception (Yamaguchi and
Kobori, 1994). Whether saliva is actually necessary
for taste response is a matter of historical controversy.
At least in short time spans it does not seem to be
required, as extensive rinsing of the tongue with deion-
ized water through a flow system does not inhibit the
taste response, but can actually sharpen it (McBurney,
1966).

2.3.2 Taste Perception: Qualities

Various perceptual qualities have been proposed as
taste categories throughout history (Bartoshuk, 1978)
but the consistent theme was that four qualities suffice
for most purposes. These are the classical taste qual-
ities of sweet, salty, sour, and bitter. Various others
have been proposed to join the group of fundamen-
tal categories, most notably metallic, astringent, and
umami. Umami is an oral sensation stimulated by salts
of glutamic or aspartic acids. Astringency is a chem-
ically induced complex of tactile sensations. These
are discussed below. The metallic taste is occasion-
ally used to describe the side tastes of sweeteners
such as acesulfame-K and is a sensation experienced
in certain taste disorders (Grushka and Sessle, 1991;
Lawless and Zwillinberg, 1983). The classical four
taste qualities are probably not sufficient to describe all
taste sensations (O’Mahony and Ishii, 1986). However,
they describe many taste experiences and have com-
mon reference materials, making them quite useful for
practical sensory evaluation.

The umami sensation, roughly translated from
Japanese as “delicious taste,” is attributed to the taste
of monosodium glutamate (MSG) and ribosides such
as salts of 5’ inosine monophosphate (IMP) and 5’
guanine monophosphate (GMP) (Kawamura and Kare,
1987). The sensation is distinguishable from that of
saltiness, as direct comparison with equally intense
NaCl solutions demonstrates. The sensation is some-
times rendered in English by the term “brothy” due
to its resemblance to the sensations from bouillon
or soup stocks. “Savory” or “meaty” are alternatives
(Nagodawithana, 1995). The taste properties of gluta-
mate and aspartate salts form the building blocks of fla-
vor principles in some ethnic (notably Asian) cuisines,
and so perhaps it is not surprising that Japanese, for
example, have no difficulty in using this taste term
(O’Mahony and Ishii, 1986). Occidental subjects, on
the other hand, seem to be able to fractionate the taste
into the traditional four categories (Bartoshuk et al.,
1974). Many animals including humans possess recep-
tors for glutamate (Scott and Plata-Salaman, 1991;
Sugita, 2006).

2.3.3 Taste Perception: Adaptation
and Mixture Interactions

The sense of taste has two important functional proper-
ties that also have parallels in the sense of smell, sen-
sory adaptation, and mixture interactions. Adaptation
can be defined as a decrease in responsiveness under
conditions of constant stimulation. It is a property
of sensory systems that act to alert an organism to
changes; the status quo is rarely of interest. We become
largely adjusted to the ambient level of stimulation,
especially in the chemical, tactile, and thermal senses.
Placing your foot in a hot bath can be alarming at first,
but the skin senses adapt. Our eyes constantly adapt
to ambient levels of light, as we notice upon enter-
ing a dark movie theater. We are generally unaware
of the sodium in our saliva, but rinsing the tongue
with deionized water and representing that concentra-
tion of NaCl will produce a sensation above threshold.
Adaptation is easily demonstrated in taste if the stim-
ulus can be maintained on a controlled area of the
tongue, for example, when a solution is flowed over the
extended tongue or through a chamber (Kroeze, 1979;
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McBurney, 1966). Under these conditions, most taste
sensations will disappear in a minute or two. However,
when the stimulus is not so neatly controlled, as in eat-
ing or in pulsatile stimulation, the adaptation is less
robust and in some cases disappears (Meiselman and
Halpern, 1973).

One other important discovery accompanied exper-
iments on taste adaptation. Concentrations of NaCl or
any other tastant below the adapting level—of which
pure water was the extreme example—would take
on other taste qualities. Thus water after salt adapta-
tion can taste sour and/or bitter. Water tastes sweet
after quinine or acid and tastes bitter after sucrose
(McBurney and Shick, 1971). Figure 2.7 shows the
response to concentrations of NaCl after different
adaptation conditions. Above the adapting concentra-
tion, there is a salty taste. At the adapting concen-
tration, there is little or no taste. Below the adapt-
ing concentration there is a sour-bitter taste that is
strongest when water itself is presented. Water can take
on any one of the four qualities, depending upon what
has preceded it. This should alert sensory evaluation
workers to the need for controlling or at least consid-
ering the effects of taste adaptation. Both the solvent
and the taste molecules themselves can elicit sensory
responses.

A second feature of taste function is the ten-
dency for mixtures of different tastes to show partially
inhibitory or masking interactions. Thus a solution of
quinine and sucrose is less sweet than an equal concen-
tration of sucrose tasted alone (i.e., when the sucrose
in the two solutions is in equimolar concentration).
Similarly the mixture is less bitter than equimolar qui-
nine tasted alone. The general pattern is that all four
classical taste qualities show this inhibitory pattern,
commonly called mixture suppression (McBurney and
Bartoshuk, 1973). In many foods these interactions are
important in determining the overall appeal of the fla-
vors and how they are balanced. For example, in fruit
beverages and wines, the sourness of acids can be par-
tially masked by sweetness from sugar . The sugar thus
serves a dual role—adding its own pleasant taste while
decreasing the intensity of what could be an objec-
tionable level of sourness (Lawless, 1977). Some of
these mixture inhibition effects, like the inhibition of
bitterness by sweetness, appear to reside in the central
nervous system (Lawless, 1979) while others, such as
the inhibition of bitterness by salt, are more likely due
to peripheral mechanisms at the receptors themselves
(Kroeze and Bartoshuk, 1985).

There are a few exceptions to the pattern of inhi-
bition where hyperadditive relationships, sometimes
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Fig. 2.7 Taste and water taste of NaCl following different
adapting concentrations. The key shows the adapting (pretreat-
ment) concentrations. Taste intensity reaches a minimum at each
adapting level. Above the adapting levels, increased salty taste is

reported. Below the adapting level, sour-bitter taste is reported,
reaching a maximum with water. (from McBurney (1966),
copyright 1966, by the American Psychological Association,
reprinted with permission).
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called enhancement or synergism occur. Hyperadditive
effects imply that there is a higher taste intensity in the
mixture than would be predicted on the basis of simple
addition of component effects. However, how this out-
come is predicted is controversial (Ayya and Lawless,
1992; Frank et al., 1989b). The most well-known claim
of synergy is the interaction of MSG with the ribo-
sides mentioned above. These are clearly hyperadditive
by any definition. Addition of even small subthreshold
amounts in mixtures will produce strong taste sensa-
tions (Yamaguchi, 1967) and there is strongly interac-
tive binding enhancement at taste receptors that could
be the physiological reason for this effect (Cagan,
1981). A second area of enhancement is seen with
sweetness from salt in low concentrations added to
sugar. NaCl has an intrinsic sweet taste seen at low lev-
els that is normally masked by the saltiness at higher
levels (Bartoshuk et al., 1978; Murphy et al., 1977).
This may explain some of the beneficial effects of
small amounts of salt in foods. A third case of hyper-
additivity appears in the sweetener mixtures (Ayya and
Lawless, 1992; Frank et al., 1989b). The search for
synergistic mixtures of sweeteners and of other flavors
is ongoing, due to the potential cost savings in this food
ingredient category.

Finally, one can ask what happens to mixture sup-
pression when one or more of the components has
reduced impact? Figure 2.8 shows a release from

inhibition that follows adaptation to one component of
a mixture. Both the sweetness of sucrose and the bitter-
ness of quinine are partially suppressed when present
in a mixture. After adaptation to sucrose, the bitterness
of a quinine/sucrose mixture rebounds to the level it
would be perceived at in an equimolar unmixed qui-
nine solution (Lawless, 1979). Likewise the sweetness
rebounds after the bitterness is reduced by adapta-
tion to quinine. These interactions are quite common
in everyday eating. They can be easily demonstrated
during a meal with tasting wines, since many wines
contain sugar/acid (sweet/sour) taste mixtures. A wine
will seem too sour after eating a very sweet dessert.
Similarly, tasting a wine after eating a salad dressed
with vinegar makes the wine seem too sweet and lack-
ing in acid (“flabby”). These are simply the adapting
effects upon the components of the wine, decreasing
some tastes and enhancing others through release from
inhibition. A similar effect can be seen in mixtures
of three components, especially with salt. In a bitter—
sweet mixture of urea and sucrose, for example, the
usually suppression of bitterness and sweetness will
be observed. But when a sodium salt is added to the
mixture, there is a disproportionate effect of the salt
inhibiting the bitter taste and consequently the sweet
taste is enhanced (Breslin and Beauchamp, 1997). This
effect is another explanation of the reported flavor
enhancement in various foods when salt is added.
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Fig. 2.8 Mixture suppression and release. The left panel shows
perceived bitterness of quinine (filled circles) and mixtures with
0.00075 M aspartame (squares) and 0.00245 M aspartame (open
circles) following adaptation to water. Mixture suppression is
shown by reduced bitterness when the sweet taste is present

in the mixtures. The right panel shows the same items after
adaptation to sucrose, reducing the sweetness and returning
the bitterness to its unsuppressed level (from Lawless (1979),
copyright 1979, by the American Psychological Association,
reprinted with permission).



2.3 Anatomy and Physiology and Functions of Taste

33

2.3.4 Individual Differences and Taste
Genetics

Wide individual differences in taste sensitivity exist,
particularly for bitter compounds. The best exam-
ple of this is the genetically inherited insensitiv-
ity to compounds containing the functional group
—N-C = S typified by certain aromatic thiourea com-
pounds. This taste “blindness” was primarily studied
using the compound phenylthiourea, originally called
phenylthiocarbamide or PTC (Blakeslee, 1932; Fox,
1932). Due to the potential toxicity of PTC as well
as its tendency to give off an odor, more recent
studies have used the compound 6-n-propylthiouracil
(PROP) which is highly correlated with PTC response
(Lawless, 1980). Their structures are shown in Fig. 2.9.
The minimum detectable concentrations (thresholds)
of these compounds, PTC and PROP, follow a bimodal

distribution, with about 1/3 of Caucasian persons
unable to detect the substance at the concentration
detected by most people. Thresholds tests as well as
ratings for bitterness above threshold both allow dif-
ferentiation into “taster” (sensitive) and ‘“‘nontaster”
(insensitive) groups (Lawless, 1980). Nontasters have
a modification in the TAS2R38 taste receptor and show
a simple Mendelian pattern of inheritance. Many other
bitter substances such as quinine also show wide varia-
tion (Yokomukai et al., 1993), but none so dramatic as
PTC and PROP.

Recent studies have identified hypersensitive groups
of “supertasters” and counts of papillae and taste
buds are correlated with taste sensitivity and respon-
siveness (Miller and Bartoshuk, 1991). Due to the
enhanced trigeminal innervation in such individuals
with a higher papillae density, it is perhaps not surpris-
ing that a relationship between PROP sensitivity and
some lingual tactile sensations such as the sensitivity
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Fig. 2.9 PTC and PROP detection thresholds (left panels) and
perceived intensity ratings (right panels) of 0.0001 M PTC
and 0.00056 M PROP (from Lawless (1980), by permission
of Information Retrieval Limited (IRL) and Oxford University
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Press). Note that PTC gives a better separation of taster
and nontaster groups, especially with the perceived intensity
ratings.
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to fat have been found. A large number of other corre-
lates to PROP sensitivity have been observed including
sensitivity to the bitterness of caffeine, saccharin, and
responses to capsaicin (Bartoshuk, 1979; Hall et al.,
1975; Karrer and Bartoshuk, 1995). However, many
of these correlations are low and some lower than the
correlations among traditional tastants (Green et al.,
2005, see also Schifferstein and Frijters, 1991). The
current view, then, is that taste and chemesthesis are
mostly independent systems and the sensory profes-
sional should be cautious in trying to use any general
marker like PROP sensitivity as a predictor of indi-
vidual response (Green et al., 2005). A potentially
important finding is that persons who are insensitive
to a bitter compound such as PTC will not show
some mixture suppression effects (since they perceive
no bitterness, there is no inhibition) on other flavors
(Lawless, 1979). This illustrates a more general prin-
ciple, that depending upon what we do not sense
in a product, the other flavors may be enhanced for
us, in a similar fashion to the effect of release from
suppression.

2.4 Anatomy and Physiology
and Functions of Smell

2.4.1 Anatomy and Cellular Function

The olfactory receptors are located in two small por-
tions of epithelium very high in the nasal cavity. This
remote location may serve some protective function
against damage, but it also means that only a small per-
centage of the airborne substances flowing through the
nose actually reach the vicinity of the sensory organs.
In order to counter this factor, the olfactory sense has
several attributes that enhance its sensitivity. There are
several million receptors on each side of the nose and
they have a terminal knob protruding into the mucus
with about 20-30 very fine cilia which “float” in the
mucus layer (Fig. 2.10). One function of these cilia is
to increase the surface area of the cell, exposing the
receptors to chemical stimuli. The main body of the
olfactory receptor cells lies inside the epithelium and
they each send a thin axon into the olfactory bulbs.
Another anatomical amplification factor is that the
millions of receptors send nerve fibers into a much

smaller number (perhaps 1,000) of glomerular struc-
tures in the olfactory bulb, after passing through a bony
plate in the top of the nose. The glomeruli are dense
areas of branching and synaptic contact of the olfac-
tory receptors onto the next neurons in the olfactory
pathway. Several thousand olfactory sensory neurons
converge onto only 5-25 mitral cells in each glomeru-
lus (Firestein, 2001). The mitral cells in turn send
axons onto more central brain structures. The olfac-
tory nerves project to many different sites in the brain,
some of them closely associated with emotion, affect,
and memory (Greer, 1991).

Unlike the taste receptors that are modified epithe-
lial cells, the olfactory receptors are true nerve cells.
They are unusual neurons in that they have a limited
life span—they are replaced in about a month. The
ability of the olfactory system to maintain its func-
tional connections in the face of this turnover and
replacement is a great puzzle of neural science. Other
parts of the nervous system do not readily regenerate
when damaged, so unlocking the mystery of olfactory
replacement may provide benefits to those suffering
from nervous system damage. The olfactory system is
not immune from damage, however. A common injury
occurs when a blow to the head severs the nerve fibers
from the olfactory receptors as they pass through small
passages in the bony cribriform plate on their way into
the olfactory bulbs. This is sometimes self-repairing
but often is not, leaving the individual without a func-
tioning sense of smell, and therefore deprived of most
food flavor perception for life. Sensory panel lead-
ers need to be aware of the condition of total loss of
smell, called anosmia, and screen panelists for sensory
analysis duties with tests of olfaction such as a smell
identification tests (Doty, 1991).

The mechanisms of odor reception are now well
understood, starting with the discovery of a family of
about 1,000 genes for olfaction in mammals, a discov-
ery that earned Buck and Axel the Nobel Prize in 2004
(Buck and Axel, 1991). This may be the single largest
gene family in the human genome. About 350 of these
receptor types are active in humans. The receptors are
G-protein coupled receptors, like the bitter receptors
and visual receptor molecules. They have a sequence
indicating seven transmembrane segments connected
by intracellular and extracellular loops and have short
N-terminals, like the bitter family of T2R receptors.
Within the peptide sequences, there are from 10 to 60%
variability (Firestein, 2001) with strong divergence in
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the third, fourth, and fifth transmembrane regions (see
Fig. 2.6). These three “barrels” face one another and
may form a receptor pocket about 1/3 of the way into
the membrane. Identifying the kinds of molecules (lig-
ands) that bind in these pockets has proven difficult
due to the difficulty in expressing olfactory receptors in
model systems. In the one case in which this was suc-
cessful, the receptor was found to be specifically tuned
to octanal and very similar molecules (Zhao et al.,
1998).

The intracellular mechanisms for stimulation are
similar to those of the G-coupled receptors in taste.
Binding to the receptor results in activation of the
G-protein subunits, which in turn activate enzymes
such as adenylyl cyclase. This turns ATP into cyclic
AMP which in turn activates various ion channels.
An influx of Na+ and Ca++ ions causes the inside of
the cell to become less negatively charged and when
this membrane potential reaches a 20 mV threshold,
an action potential is generated that travels down the
nerve axon and results in neurotransmitter release. This
is an amplification process, as the enzyme cascade
can create about a thousand molecules of cAMP per
second and hundreds of thousands of ions can cross
through each open channel (Firestein, 2001). The cal-
cium ions also open an outward flowing chloride ion
channel, which serves as a kind of intracellular battery
to reinforce the membrane potential change.

Different odor qualities are seen in spatial patterns
(Kauer, 1987). Each odor receptor cell expresses only
one type of receptor protein. Receptor cells with the
same protein project to the same set of glomeruli.
Similar odors also tend to map onto overlapping
regions (Firestein, 2001). So different odors are rep-
resented by activation of different segments of the
olfactory bulb. However, the matter is somewhat com-
plicated by the fact that receptors are tuned to multiple
odor molecules, and conversely, many odor molecules
can stimulate a wide array of receptors. This has led to
the combinatorial code for odor quality (Malnic et al.,
1999). The brain recognizes the pattern of response
across the array of neurons in order to “decide” on
the odor quality or type. Viewed this way, olfac-
tion appears to be the prototypical pattern recognition
mechanism. Such a code can explain why some odor-
ants change in their quality when the concentration
increases. Additional receptors with higher thresh-
olds for that compound are recruited as concentrations
increase, altering the patterned array.

2.4.2 Retronasal Smell

Arguably, the largest contribution to the diversity of
flavors comes from the volatile airborne molecules
sensed by the olfactory receptors. Whether sniffed
through the external nares in the direction of normal
inspiration or arising from odors present in the mouth,
the vast diversity of what we come to know as food
flavors is mediated by smell. Due to the tendency
to localize aromatics from foods in the mouth, many
people do not realize that the olfactory sense is respon-
sible for sensing most flavors other than the simple
five tastes described above. Much of what we nor-
mally speak of as taste is really smell (Murphy et al.,
1977; Murphy and Cain, 1980). The lemon character
of a lemon, for example, is derived not from lemon
taste (which is only sour, sweet, and bitter) but from
the terpene aroma compounds that arise in the mouth
and pass up into the nasal cavity from the rear direc-
tion (retronasally), opposite to that from sniffing. This
highlights the dual role of olfaction as both an external
sensory system and an internal sensory system (Rozin,
1982).

A simple demonstration can convince anyone of
the importance of this internal smelling or retronasal
smell. Take a sip of a simple fruit beverage or juice
while holding the nose pinched shut. Take care to
note the sensations present in the mouth, primarily the
sweet and sour tastes. Now swallow the sample and
while keeping the mouth shut, release the nostrils and
exhale. In about a second or so, the fruit flavor will
appear. Pinching the nose shut effectively blocks the
retronasal passage of flavor volatiles up to the olfac-
tory receptors (Murphy and Cain, 1980). When that
route is facilitated by swallowing and exhaling, the
contribution of smell becomes clear. The tendency of
people to label internal smells as “tastes” probably
contributes to the claims of sweetness enhancement
by volatile flavors such as vanilla and maltol. This
is a simple mislocation and mislabeling of the sensa-
tion (see Chapter 9). Learning to distinguish aromatics
from true tastes is one of the first tasks in panel train-
ing for any sensory analysis of food flavor. Note that
volatiles in the oral cavity may also have stimula-
tory effects there, but these seem to be limited to
trigeminal stimuli such as menthol (Halpern, 2008).
In most respects, orthonasal and retronasal smells are
qualitatively similar.



24 Anatomy and Physiology and Functions of Smell

37

It has been claimed that most (or even all) of
retronasal smell arises from a kind of pumping action
of air into the nose when people swallow, a so-called
swallow breath (Buettner et al., 2002). However, a
simple demonstration of exhalation without swallow-
ing shows that this is not the only mechanism for
retronasal smell: Take a small volume of liquid into the
mouth and swirl it around. Expectorate. Do not swal-
low! Breathe in while holding the nose pinched shut.
Release the nasal pinch and breathe out. There will
be a clear impression of the volatile flavors that are
perceived by retronasal smell. This kind of exhalation-
induced flavor perception (a matter of smell) is com-
monly practiced by judges such as wine tasters when
they differentiate aroma in the glass from aroma in
the mouth. So the swallow breath is not absolutely
required for retronasal smell. The swallow breath may
be an important part of perception during normal eat-
ing, but it may be supplemented by other mechanisms
in both eating and formal sensory evaluations.

2.4.3 Olfactory Sensitivity and Specific
Anosmia

The olfactory sensitivity of humans and other ani-
mals is remarkable. Our ability to detect many potent
odorants at very low concentrations still surpasses the
sensitivity of nearly all instrumental means of chem-
ical analysis. Many important flavor compounds are
detectable in the parts per billion range, such as sulfur-
containing compounds like ethyl mercaptan, a cabbage
or skunk-like compound, so potent that it is employed
as a gas odorization agent. Some food flavors are
even more potent, like the methoxy pyrazine com-
pounds that occur in bell peppers. Other small organic
molecules are not so effective at stimulating the olfac-
tory sense. The vast array of terpene aroma compounds
responsible for citrus, herbal, mint, and pine-like aro-
mas are usually potent in the parts-per million range.
In contrast, alcohol compounds like ethanol are only
sensed when their concentrations reach parts per thou-
sand, so although we may think of alcohol as “smelly,”
in contrast to potent chemicals such as the pyrazines, it
is not a very effective odor molecule.

A danger in flavor research is to assume that since
a chemical has been identified in a product, and that
chemical has an odor when smelled from a bottle that

resembles the natural flavor, it will necessarily con-
tribute to the flavor in the natural product. For example,
limonene has been often used as a marker compound
for orange juice aroma, but analysis of orange sam-
ples shows that it is often present well below threshold
(Marin et al., 1987). It has the status of a “red her-
ring” or a misleading compound. The critical question
is whether the concentration in the product exceeds
the threshold or minimum detectable concentration.
Compounds present below their thresholds are unlikely
to contribute to the perceived flavor, although some
summation of the effects of similar compounds is
always a possibility. This kind of threshold analysis
for estimating flavor impact is discussed further in
Chapter 6. The approach uses “odor units”—multiples
of threshold—as evidence of a potential sensory con-
tribution.

Thresholds are highly variable both within and
across individuals (Lawless et al., 1995; Stevens et al.,
1988). Some individuals with an otherwise normal
sense of smell are unable to detect some families
of similar smelling compounds. This is a condition
called specific anosmia, as opposed to general anos-
mia or a total inability to smell. Specific anosmia
is operationally defined as a condition in which an
individual has a smell threshold more than two stan-
dard deviations above the population mean concentra-
tion (Amoore et al., 1968; Amoore, 1971). Common
specific anosmias include an insensitivity to the fol-
lowing compounds of potential importance in foods:
androstenone, a component of boar taint (Wysocki and
Beauchamp, 1988); cineole, a common terpene com-
ponent in many herbs (Pelosi and Pisanelli, 1981); sev-
eral small branched-chain fatty acids important in dairy
flavors (Amoore et al., 1968; Brennand et al., 1989);
diacetyl, a lactic bacteria by-product (Lawless et al.,
1994); trimethyl amine, a fish spoilage taint (Amoore
and Forrester, 1976); isobutyraldehyde, responsible for
malty flavors (Amoore et al., 1976); and carvone, a ter-
pene in mint and other herbs (Pelosi and Viti, 1978, but
see also Lawless et al., 1995). A sensory panel leader
must be aware that each panel member has somewhat
different olfactory equipment and that it may not be
possible to force a panel into total agreement on all fla-
vors. Also, a panelist with one specific anosmia may
be a poor judge of that particular odor, but may func-
tion perfectly well on most other flavors. It makes little
sense to exclude this panelist from participation unless
the odor in question is a key component of all the
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foods being evaluated. This diversity presents a chal-
lenge in panel screening and detection of outliers in
data analysis.

The sense of smell has a rather poor ability to dis-
criminate intensity levels. This is observed in several
ways. Measured difference thresholds for smell are
often quite large compared to other sense modalities
(Cain, 1977) and the power function exponents are
often quite low (Cain and Engen, 1969). Early experi-
ments on the ability of untrained subjects to identify or
consistently label odor categories showed that people
could reliably identify only about three levels of odor
intensity (Engen and Pfaffmann, 1959). However, not
all of the problem may be in the nose. In review-
ing the historical literature on differential sensitivity,
Cain (1977) reported that the Weber fraction (Section
2.2.1) falls in the range of about 25-45% for many
odorants. This is about three times the size of the
change needed to discriminate between levels of audi-
tory or visual stimuli. Much of the problem was due
to variation in the physical stimulus as confirmed by
gas chromatography. The sniff bottles’ concentration
variation was highly correlated with discrimination
performance, with stimulus variation accounting for
75% of the variance in discrimination. Thus histori-
cal estimates of odor difference thresholds may be too
high.

2.4.4 Odor Qualities: Practical Systems

In contrast to its limited ability to distinguish inten-
sity changes, the sense of smell provides us with a
remarkably wide range of odor qualities. Experiments
on odor identification show that the number of famil-
iar odors people can label is quite large, seemingly
with no upper bound (Desor and Beauchamp, 1974).
However, the process of labeling odors itself is not
easy. Often we know a smell but cannot conjure up
the name, called a tip-of-the-nose phenomenon, in an
analogy to saying a word is “on the tip of your tongue”
(Lawless, 1977). This difficulty in verbal connection
is one reason why many clinical tests of smell use
a multiple choice format (Cain, 1979; Doty, 1991)
to separate true problems in smelling from problems
in verbal labeling. Our sense of smell is also limited
in the ability to analytically recognize many compo-
nents in complex odor mixtures (Laing et al., 1991;

Laska and Hudson, 1992). We tend to perceive odors as
whole patterns rather than as collections of individual
features (Engen and Ross, 1973; Engen, 1982). This
tendency makes odor profiling and flavor description
a difficult task for sensory panelists (Lawless, 1999).
It seems more natural to react to odors as pleasant or
unpleasant. The analytical frame of mind for odor and
flavor perception demanded in sensory analysis is more
difficult.

In spite of the common adage in psychology texts
that there is no accepted scheme for classifying pri-
mary odors, there is quite strong agreement among
flavor and fragrance professionals about categories for
smells (Brud, 1986). Perfumers share a common lan-
guage, developed in part on the basis of perceptual
similarities within categories (Chastrette et al., 1988)
and upon the sources of their ingredients. However,
these schemes are generally unfamiliar to those outside
these professions and may seem laden with techni-
cal jargon. Odor classification poses several challenges
and problems. First, the number of differentiable cat-
egories is large. Early attempts at odor classification
erred on the side of oversimplification. An exam-
ple is Linnaeus’s seven categories: aromatic, fragrant,
musky, garlicky, goaty, repulsive, and nauseating, to
which Zwaardemaker added ethereal and burned. A
second impediment to the understanding of odor clas-
sification outside the flavor and fragrance world is that
many of the original categories derive from the source
materials of vendors of such ingredients. Thus they
have a class for aldehydic (from aldehydes used as
perfume fixatives, later an important ingredient in per-
fumes such as Chanel No. 5) and a class for balsamic
fragrances. This nomenclature can seem a bit mys-
terious to the outsider. Balsamic fragrances include
pine-woody sorts of smells combined with sweeter
smells like vanilla. This example raises the question
whether the perfumery categories can be broken down
into more basic elements. Another approach to the
problem proposed that odor categories be based on
specific anosmias, since they may represent lack of a
specific receptor type for a related group of compounds
(Amoore, 1971). However, such attempts so far reduce
to systems that are too small.

Nonetheless, there is considerable agreement
among workers in different fields about quality cat-
egories for smells. For example, Table 2.2 shows a
practical descriptive system for fragrances in con-
sumer products derived solely from the experience
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Table 2.2 Odor category systems

Functional odor categories? Factor analysis groups®

Spicy
Sweet (vanilla, maltol)
Fruity, non-citrus

Spicy
Brown (vanilla, molasses)
Fruity, non-citrus

‘Woody, nutty Woody
Nutty
Green Green
Floral Floral
Minty Cool, minty
Herbal, camphoraceous Caraway, anise
(other) Animal
Burnt
Sulfidic
Rubber

4Descriptive attributes derived via principles of non-overlap and
applicability to consumer products

PFactor analysis groups derived from ratings of aroma com-
pounds on 146 attribute list

and intuition of the panel leaders during training.
The second system is based on a categorization of
tobacco flavors derived from a factor analysis of hun-
dreds of odor terms and aromatic compounds (Civille
and Lawless, 1986; Jeltema and Southwick, 1986).
Given the different approaches and product areas, the
agreement is surprisingly parallel. The terms for the
tobacco work were derived from the ASTM list of odor
character notes that contain 146 descriptors. This list
provides a useful starting point for odor description
(Dravnieks, 1982) but it is far from exhaustive and con-
tains both general and specific terms. Other multivari-
ate analyses of fragrance materials have yielded sys-
tems with similar categories (<20) (Zarzo and Stanton,
2006).

Other terminology systems for aromatic flavors
have been developed for specific industries. This nar-
rows the problem somewhat and makes the task of
developing and odor classification system more man-
ageable. One popular system is shown in Fig. 2.11 for
wine aroma, arranged in a wheel format with hierarchi-
cal structure (Noble et al., 1987). A similar approach
was taken with a circular arrangement of beer flavor
terms (Meilgaard et al., 1982). The outer terms repre-
sent fairly specific aroma notes. Each outer term has
an associated recipe for a flavor standard to act as
a prototype/standard for training wine panelists. The
system has embedded category structure that makes it
easy to use. Interior terms act as more general cate-
gories subsuming the more specific outer terms. The

more general terms have practical value. Sometimes a
wine may have some fruity character, but this will not
be sufficiently distinct or specific to enable the pan-
elist to classify the aroma as a specific berry, citrus, or
other fruit. In that case there is some utility in having
panelists simply estimate the general (overall) fruity
intensity. Different parts of the wheel may apply more
or less to different varietal wines and slightly different
versions may evolve for different wine types, e.g., for
sparkling wines.

2.4.5 Functional Properties: Adaptation,
Mixture Suppression, and Release

An important operating characteristic of the flavor
senses is their tendency to adapt or to become unre-
sponsive to stimuli which are stable in space and time.
This is perhaps most obvious for olfaction in every-
day life. When one enters the home of a friend, we
often notice the characteristic aroma of the house—the
residual smells of their cooking and cleaning, per-
sonal care products, of babies or smokers, of pets
or perfumes. These odors seem to characterize and
permeate a house in its carpets and draperies. After
several minutes, these aromas go largely unnoticed by
a visitor. The sense of smell has adapted. There is no
new information coming in, so attention and sensory
function turn in other directions. In smell, like taste and
the thermal senses, adaptation can be profound (Cain
and Engen, 1969).

The sense of smell also shows mixture interac-
tions. Odors of different qualities tend to mask or
suppress one another, much like mixture suppression
in taste. This is how most air fresheners work, by a
process of odor counteraction via intensity suppres-
sion. The effect can easily be seen in two component
mixtures where the odors are very different and easily
separated perceptually, like lavender oil and pyridine
(Cain and Drexler, 1974). Figure 2.12 shows pyri-
dine/lavender mixtures, estimates of the intensity of
the pyridine component at different levels of laven-
der, and estimates of the lavender intensity at dif-
ferent levels of pyridine (from Lawless, 1977). Odor
intensity decreases as a function of the concentra-
tion of the other component. Such intensity interac-
tions are most likely common in all complex food
flavors.
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Fig. 2.11 The wine aroma “wheel” a system for arranging
common wine aroma characteristics in a three-tiered categor-
ical system. Inner terms are more comprehensive while the

The contrast produced by release from mixture sup-
pression also occurs in olfaction. Figure 2.13 shows
a two-component odor mixture of vanillin and cin-
namaldehyde. These odor components are distinguish-
able, i.e., they do not seem to blend into an new
or inseparable mixture. Adapting the nose to one
component makes the other one stand out (Lawless,
1987). This is an old analytical strategy used by
some perfumers. When trying to analyze a competi-
tor’s fragrance, some components may be readily dis-
tinguished in the complex mixture and others may
be obscured. If the nose is fatigued to one of the
known components, the other components may seem
to emerge, allowing them to be more readily identified.
Patterns of adaptation to the strongest component of
a flavor over time may explain in part why some
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outer terms are more specific. Reference materials for the outer
terms are given in the original paper. From Noble et al. (1987),
courtesy of Ann Noble.

complex foods or beverages like wine seem to change
in character over several minutes of repeated tastings.

The phenomena of adaptation and release present
important considerations for sensory testing and a
good reason why sensory tests should be done in an
odor-free environment. Testing against the background
of ambient odors will alter the quality and intensity
profile of whatever is being tested. After a short period
the olfactory system becomes immune to whatever is
ambient in the building, less responsive to those aro-
matics if they occur in the test product, and more
responsive to other flavors or aromas present due to the
release from suppression effect. This makes testing in
a factory, for example, potentially troublesome unless
care is taken to insure that the test area is odor free or
at least neutral in its background smell.
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Fig. 2.12 Odor mixture inhibition in mixtures of lavender oil
and pyridine. Decreased intensity of lavender is seen as a func-
tion of mixture with pyridine odor (upper panel) and decreased
pyridine odor as a function of mixture with lavender (lower
panel) (from Lawless, 1977 with permission).

Odor quality interactions are less predictable. Some
odors seem to blend while others remain distinct. In
general, odor mixtures bear a resemblance in their
character to the quality characteristics of the indi-
vidual components. For example, Laing and Wilcox
(1983) showed that in binary mixtures, the odor pro-
files were generally similar to or predictable from the
profiles of the components, although any intensity mis-
match tended to favor the dominant component at
the expense of the weaker item. This would suggest
that emergent qualities or deriving a completely new
odor as a function of mixing is rare. However, anec-
dotes exist about multicomponent mixtures in which
the odor of the emergent pattern is not clearly present
in any single component. For example, a mixture of
ten or so medium chain aldehydes (C6-C16) produces
a smell reminiscent of old wax crayons (Lawless,
1996). Furthermore, natural flavors consist of mix-
tures of many chemical components and no single

chemical may possess the odor quality characteristic
of the blend. The odor of cocoa is a distinctive smell,
but it is difficult to find any single chemical compo-
nent which produces this impression. In an analysis
of cheese aroma by gas chromatographic sniffing, the
components had no cheese aromas in their individ-
ual characteristics (Moio et al., 1993). Burgard and
Kuznicki (1990) noted that such synthesis may be the
rule: “Coffee aroma is contributed to by several hun-
dreds of compounds, a great many of which do not
smell anything like coffee” (p. 65).

2.5 Chemesthesis

2.5.1 Qualities of Chemesthetic
Experience

A variety of chemically induced sensations can be
perceived in the oral and nasal cavities as well as
the external skin. These chemically induced sensa-
tions do not fit neatly into the traditional classes of
tastes and smells. They are called chemesthetic sen-
sations in an analogy to “somesthesis” or the tactile
and thermal sensations perceived over the body surface
(Green and Lawless, 1991; Lawless and Lee, 1994).
Many of these sensations are perceived through stim-
ulation of the trigeminal nerve endings in the mouth,
nose, or eyes. They include the heat-related irrita-
tive sensations from chili pepper and other spices, the
non-heat related irritations from horseradish, mustard,
and wasabi, the lachrymatory (tear-inducing) stim-
uli from onions, the cooling sensations from menthol
and other cooling agents, and irritation from carbon
dioxide. Other classes of sensations that are some-
times grouped with these are astringency, which is a
chemically induced tactile sensation and the so-called
metallic taste. Others could be added, but they are
beyond the scope of this text. The ones discussed here
are the common and major types of experiences found
in foods and consumer products.

The importance of chemesthesis is evident from
anatomical and also economic considerations. Much of
the chemesthetic flavor sensations are mediated by the
trigeminal nerves and the size of the trigeminal tracts
relative to the other chemical sense nerves is impres-
sive. One study found three times as many trigeminal
fibers in the fungiform papillae of the rat than the facial
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Fig. 2.13 Odor mixture
inhibition and release
following adaptation in
mixtures of vanillin and
cinnamaldehyde. Open bars,
perceived intensity of vanilla
odor; Hatched bars, perceived
intensity of cinnamon odor.
After adaptation to vanillin,
the cinnamon odor returns to
its unmixed level. After
adaptation to cinnamaldehyde,
the vanilla odor returns to its
unmixed level (from Lawless
(1984) with permission of the
Psychonomic Society).
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(taste) nerve fibers innervating taste buds (Farbman
and Hellekant, 1978). So these papillae are not just
taste sensory organs, but might be more accurately
classified as organs for the perception of chili pepper
burn (Lawless and Stevens, 1988). Even the taste bud
itself seems organized to provide trigeminal access to
the oral milieu. Trigeminal fibers ascend around the
taste bud forming a chalice-like structure (Whitehead
et al., 1985), possibly enhancing their access to the
external environment.

The economic impact of trigeminal flavors on the
food and flavor industry is growing. Carbon dioxide
is a trigeminal stimulus and the carbonated beverage
business—soda, beer, sparkling wines, etc.—amounts
to huge sales worldwide. Putting aside CO,, we can
ask about the economic impact of individual spices or
their use in various products. In the United States, so-
called ethnic foods are experiencing a period of rapid
growth due to a continuing influx of immigration of
peoples from cultures with hot spicy cuisines and a
growing trend toward less neophobic and more adven-
turous dining on the part of many Americans. Sales of
salsa have surpassed the sales of ketchup since 1992.
New programs of research have added whole new cat-
egories of chemesthetic flavorants, such as “tingle”
compounds.

CINNAMIC ~ MIXTURE MIXTURE

MIXTURE
ALDEHYDE AFTER AFTER
CINNAMON  VANILLIN
CONDITION

2.5.2 Physiological Mechanisms
of Chemesthesis

A variety of specialized nerve endings from the tactile
somatosensory systems can be observed histologically
in skin and other epithelial tissues. For purposes of
nociception, especially those induced by chemicals, it
has long been thought that free nerve endings are the
likely sensors. Generally, the nerve fibers involved in
nociception are small diameter and slowly conducting
c-class nerves. Many of the chemesthetic sensations
are mediated by a special family of receptor proteins
known as Transient Receptor Potential (TRP) chan-
nels (Silver et al., 2008). These proteins form cation
channels and consist of four associated subunits. Each
subunit contains a long peptide with six sections that
cross the cell membrane and each contains a single
pore region. Originally discovered in Drosophila pho-
toreceptors, a wide variety of these functional channels
have been found in various organs and many differ-
ent cells (Patapoutian et al., 2003; Venkatachalam and
Montell, 2007). The first chemoreceptive TRP to be
characterized was the TRPV1, a so-called vanilloid
receptor that is sensitive to capsaicin as well as acidic
pH, heat, and mechanical stimulation. One member
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of the TRPM family, TRPMS, is sensitive to men-
thol and other cooling compounds. TRPP3 channels
have been implicated in sour taste transduction as
they are responsive to acids, and may form a func-
tional sour receptor. A type of TRP channel which is
responsive to a very wide range of chemical stimuli
including irritants and pungent stimuli such as wasabi
and horseradish is the TRPA channel (Tai et al., 2008).
TRP channels may also act in concert with the GPRC’s
to affect taste cell transduction for sweet, bitter,
and umami tastes (TRPMS5). The capsaicin-sensitive
TRPV1 channel and the TRPMS channel found in
some taste receptor cells may participate in the sens-
ing of some aspects of complex tasting divalent salts
(iron, zinc, copper, etc.) (Riera et al., 2009). Because
some TRPs are sensitive to both temperature and
chemical stimulation, simultaneous or sequential com-
binations cause enhancements. For example, capsaicin
can enhance heat pain from thermal stimulation, prob-
ably through a common action on TRP1V channels
and menthol can enhance cold-induced pain, probably
through common action on TRPMS8 channels (Albin
et al. 2008). For a review of these important chemore-
ceptive mechanisms, see Calixto et al. (2005), Silver
et al. (2008), and Venkatachalam and Montell (2007).

2.5.3 Chemical “Heat”

An actively studied category of chemesthetic sensa-
tions are those that arise from pepper compounds such
as capsaicin from chili peppers, piperine from black
pepper, and the ginger compounds such as zingerone.
The potency of capsaicin is noteworthy, with thresh-
olds below 1 ppm. This is about 100 times as potent as
piperine and other irritants, based on dilution to thresh-
old measures such as the Scoville procedure (discussed
in Chapter 6). In pure form, capsaicin causes a warm or
burning type of irritation with little or no apparent taste
or smell (Green and Lawless, 1991; Lawless, 1984).
The most obvious sensory characteristic of stimula-
tion with the pepper compounds is their long-lasting
nature. Stimulation with capsaicin, piperine, or ginger
oleoresin at concentrations above threshold may last
10 min or longer (Lawless, 1984). So these flavor types
are well suited to the application of time—intensity pro-
filing (see Chapter 8). Other irritants such as ethanol
and salt produce less persistent effects over time.

The temporal properties of capsaicin are complex.
When stimulation is followed by a short rest period,
a type of desensitization or numbing of the oral tis-
sues sets in (Green, 1989). Application of the red
pepper compound, capsaicin, to the skin or oral epithe-
lium has profound desensitizing effects (Jansco, 1960;
Lawless and Gillette, 1985; Szolscanyi, 1977). This
nicely parallels the animal experimentation showing
a generalized desensitization after injection with cap-
saicin (Burks et al., 1985; Szolcsanyi, 1977), which
is believed to result from the depletion of substance
P, a neurotransmitter in the somatic pain system.
Since effects of substance P have also been linked
to the functioning of endorphins (Andersen et al.,
1978), there is a suggestion that the kind of crav-
ing or addiction that occurs for spicy foods may be
endorphin-related. High dietary levels of capsaicin also
result in a chronic desensitization, as shown in psy-
chophysical tests (Lawless et al., 1985). Figure 2.14
shows a desensitization effect seen in sequences dur-
ing a psychophysical study, and also the apparent
chronic desensitization that occurs in people who
consume chili peppers or spices derived from red
pepper on a regular basis (Prescott and Stevenson,
1996). Sensitization is also observed when the rest
period is omitted and stimulation proceeds in rapid
sequences; the irritation continues to build to higher
levels (Stevens and Lawless, 1987; Green, 1989).
These tendencies to sensitize and desensitize make
sensory evaluations of pepper heat somewhat difficult
if more than one trial per session is required. A cali-
brated descriptive panel may be useful, one whose abil-
ities can help bridge the time delays required between
repeated observations.

In addition to their numbing and sensitizing effects,
irritant stimulation in the oral or nasal cavity evokes
strong defensive reflexes in the body, including sweat-
ing, tearing, and salivary flow. There is a strong cor-
respondence between sensory ratings of pepper heat
intensity and the evoked salivary flow from the same
subjects taken simultaneously with ratings (Lawless,
1984). This provides a nice demonstration that sensory
ratings should not be dismissed as merely “subjective”
in that they have obvious correlates in “objectively”
measurable physiological reflexes.

An unresolved question in the realm of chemi-
cal irritation is the degree to which different sensory
qualities are evoked (Green and Lawless, 1991). This
is difficult to study due to a lack of vocabulary to
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Fig.2.14 Zingerone desensitization as a function of dietary use,
numbers of exposures and a break in stimulation. The differences
in the height of the curves demonstrate the chronic desensitiza-
tion that is correlated with high dietary intake of pungent spices.
The symbols at the far right demonstrate the within-session

describe, at least in English, the experiences from
pepper burn, CO,, mustard, and so on. Experience
with spices suggests that there are a variety of irri-
tative flavor experiences and not all irritations are
the same. Studies of synergistic interaction in mix-
tures and potentiation with different irritants in rapid
sequences are suggestive of the possibility of multi-
ple receptor mechanisms for oral chemical irritation
(Lawless and Stevens, 1989, 1990). Direct measure-
ment of qualitative differences was attempted in a
descriptive study by Cliff and Heymann (1992) using a
variety of irritant flavor materials. They found evidence
for differences in lag time (short versus long onset)
and burning versus tingling sensations among the irri-
tants tested. A lexicon for carbonation was developed
by Harper and McDaniel (1993) and involved descrip-
tors for cooling, taste, trigeminal (bite, burn, numbing),
and tactile/mechanoreception properties.

2.5.4 Other Irritative Sensations
and Chemical Cooling

The trigeminal flavor senses also affect food flavor
in other ways. Even such benign stimuli as NaCl
can be irritative at high concentrations (Green and
Gelhard, 1989). Carbon dioxide is a potent irritant in
the nasal cavity, as are many organic compounds (Cain

desensitization that occurs during a hiatus in stimulation, as
commonly seen with capsaicin, the irritant component of red
(chili) peppers. The latter effect is more pronounced for those
with low dietary intake. From Prescott and Stevenson (1996)
with permission.

and Murphy, 1980; Cometto-Muiiiz and Cain, 1984;
Commetto-Muiliz and Hernandez, 1990). Completely
anosmic individuals can detect many odor compounds,
presumably from the ability of odorants to stimulate
the trigeminal nerve branches in the nasal cavity (Doty
et al., 1978). There is an irritative component to many
common odorants and flavor compounds. A variety of
highly reactive sulfur compounds have been identified
in other irritative spices and food flavors, such as com-
pounds from horseradish, mustard, and the lacrimatory
(tear-inducing) factor from onions and related vegeta-
bles (Renneccius, 2006). Ethanol and cinnamaldehyde
are other examples of other common flavors that are
irritative (Prescott and Swain-Campbell, 2000).
Carbonation, or the perception of dissolved CO3,
involves a truly multimodal stimulus. In addition to the
tactile stimulation of mechanoreceptors, CO; acts on
both trigeminal receptors (Dessirier et al., 2000) and
gustatory receptors (Chandrashekar et al., 2009). Both
of these chemical sensations involve the enzyme car-
bonic anhydrase, which can convert CO; to carbonic
acid. For the sense of taste, the stimulation with CO,
appears to involve the extracellular anhydrase enzyme
and the transient receptor potential (TRP) mechanism
(PDK2L1) of sour receptor cells (Chandrashekar et al.,
2009). This is consistent with the enhancement of sour
taste by CO, and suppression of sweetness (Cowart,
1998; Hewson et al., 2009). The role of nociceptors in
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CO; perception is further substantiated by its desensi-
tization by capsaicin (Dessirier et al., 2000).

Using the method of magnitude estimation, Yau
and McDaniel (1990) examined the power function
exponent (see Section 2.2.4) for carbonation. Over a
range of approximately one to four volumes CO; per
volume of H,O, sensation intensity grew as a power
function with an exponent of about 2.4, a much higher
value than in most other modalities. The exponent is
consistent with high sensitivity to changes in carbona-
tion levels. Given the involvement of TRP mechanisms
in both nociception and temperature sensing, interac-
tions between carbonation and temperature might be
expected. An enhancement of irritation, tactile sensa-
tions, cooling, and cold pain have all been observed
with carbonation of solutions served at low tempera-
tures (Green, 1992; Harper and McDaniel, 1993; Yau
and McDaniel, 1991). Yau and McDaniel (1991) noted
a small increase in tactile intensity at low temperatures
(3—-10°C). This may be an example of a phenomenon
called Weber’s illusion, in which Weber noted that a
cold coin seemed heavier than a warm one, an early
clue to the overlap in tactile and thermal sensing
mechanisms.

Menthol, a compound that has both odor properties
and is capable of causing cool sensations, is a trigem-
inal stimulus with obvious commercial significance
in confections, oral health care, and tobacco products
(Patel et al., 2007). Menthol has been found to interact
with thermal stimulation in complex ways . Menthol
enhances cool stimuli as would be expected, but can
either enhance or inhibit warm stimuli depending upon
the conditions of stimulation (Green, 1985, 1986).
The sensory properties of menthol itself are complex,
inducing a number of cooling, warming, aromatic, and
other sensory effects depending upon the isomer, con-
centration, and temporal parameters (Gwartney and
Heymann, 1995, 1996). A large number of hyper-
potent cooling compounds have been patented, many
of which can produce cooling without the odor sen-
sations of menthol (Leffingwell, 2009; Renneccius,
2006).

2.5.5 Astringency

Tannins in foods are chemical stimuli and yet the
astringent sensations they produce are largely tactile.

They make the mouthfeel rough and dry and cause a
drawing, puckery, or tightening sensation in the cheeks
and muscles of the face (Bate Smith, 1954). There are
two approaches to defining astringency. The first is
to emphasize the causes of astringent sensations, i.e.,
those chemicals which readily induce astringency. For
example, ASTM (1989) defines astringency as “the
complex of sensations due to shrinking, drawing or
puckering of the epithelium as a result of exposure
to substances such as alums or tannins.” A more per-
ceptually based definition is that of Lee and Lawless
(1991): “A complex sensation combining three distinct
aspects: drying of the mouth, roughing of oral tissues,
and puckery or drawing sensations felt in the cheeks
and muscles of the face.” Principal component analysis
has shown these sub-qualities to be independent factors
and furthermore, distinctly separate from taste sensa-
tions such as sourness (Lawless and Corrigan, 1994).
The fact that astringent sensations can be sensed from
areas of the mouth such as the lips, that are lacking in
taste receptors, further substantiates their classification
as tactile rather than a gustatory sensations (Breslin
etal., 1993).

The mechanisms for astringency involve the bind-
ing of tannins to salivary proteins and mucins (slippery
constituents of saliva), causing them to aggregate or
precipitate, thus robbing saliva of its ability to coat
and lubricate oral tissues (Clifford, 1986; McManus
et al., 1981). We feel this result as rough and dry sen-
sations on oral tissues. Other mechanisms may also
contribute to astringency in addition to the binding of
tannins to salivary proteins (Murray et al., 1994). Acids
commonly used foods also induce astringency in addi-
tion to their sour taste (Rubico and McDaniel, 1992;
Thomas and Lawless, 1995). The astringent impact of
acids is pH dependent (Lawless et al., 1996; Sowalski
and Noble, 1998) suggesting that a direct attack on
epithelial tissues or a pH-dependent denaturation of the
lubricating salivary proteins may also occur.

The interaction of mucins and proline-rich proteins
(PRPs) in saliva with tannins may be a key part of
astringency mechanisms as protein content is a corre-
late of sensory response (Kallikathraka et al., 2001).
Binding of polyphenols to PRPs is well known in the
beer and fruit juice industries as it can give rise to
turbidity known as chill-haze (Siebert, 1991). A sim-
ilar visible haze generation reaction has been shown
to occur with tannic acid mixed with saliva (Horne
et al., 2002). Haze development of saliva is an in vitro
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measure, a correlate of predicting individual responses
to astringency in products such as wine and a poten-
tial measure for screening and selecting panelists for
astringency evaluation (Condelli et al., 2006) as well
as analysis of wine samples. The individual differ-
ences show an inverse relationship: panelists with
high haze development and higher salivary flow rates
are less reactive (have lower ratings). Their enhanced
mucin or protein content may provide greater “protec-
tion” of oral surfaces against astringent compounds.
Another important individual difference in astringent
reactions is salivary flow rate (Fisher et al., 1994).
Individuals with a higher flow rate tend to “clean up”
faster after astringent stimulation. Repeated stimula-
tion with astringent substances tends to cause a buildup
of tactile effects rather than a decrement as one might
see in taste adaptation or capsaicin desensitization.
Figure 2.15 shows an increase in astringency upon
repeated stimulation, as might happen with multiple
sips of a beverage such as wine. Note that the pattern
changes as function of tannin concentration, interstim-
ulus interval between sips and to a small extent, as a
function of the volume tasted (Guinard et al., 1986).

20 Sec Between Ingestions

2.5.6 Metallic Taste

Another quality of chemical sensations that is some-
times referred to as a taste are the metallic sensations
that arise from placing different metals in the mouth or
from contact with iron or copper salts. Two common
reference standards for metallic taste in descriptive
analysis training are (1) rinses with ferrous sulfate and
(2) a clean copper penny (Civille and Lyon, 1996).
Research now shows that these are quite different sen-
sations in terms of their mechanisms, although they
both are described as “metallic” perhaps because they
may occur at the same time.

The so-called metallic taste after rinses with fer-
rous sulfate solutions is actually a case of retronasal
smell. The sensation is virtually abolished if the nose is
pinched shut during tasting (Epke et al., 2008; Lawless
et al., 2004, 2005). Because metal salts are not volatile,
this olfactory sensation probably arises from the fer-
rous ions catalyzing a rapid lipid oxidation in the
mouth, creating well-known potent odor compounds
such as 1-octen-3-one (Lubran et al., 2005).
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Fig. 2.15 Average time-intensity curves for astringency in
wine with 0 or 500 mg/l of added tannic acid upon three suc-
cessive ingestions. Sample uptake and swallowing are indicated

by a star and arrow, respectively. From Guinard et al. (1986) by
permission of the American Society for Enology and Viticulture.
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A second kind of metallic sensation is the one that
arises from the “clean copper penny.” If one scratches
the copper off part of the surface of a US penny,
exposing the zinc core, the metallic sensation increases
dramatically (Lawless et al., 2005). Due to the different
electrical potentials of the different metals, a small
current is created, making this a case of electrical
taste stimulation (McClure and Lawless, 2007; Stevens
et al., 2008). In the clinical literature on electrogustom-
etry, in which electrical taste stimulation is used for
diagnostic tests, the term “metallic” is often reported.
The sensory analyst should be careful to distinguish
between these two kinds of sensations. If the sensa-
tion is abolished or dramatically diminished by nasal
occlusion, then it is a case of retronasal olfactory sen-
sations, possibly due to potent lipid oxidation products.
If not, there may be metals in the system leading to
small electrical potentials. There is also the possibility
of a third kind of metallic sensation that may be a true
taste, but this is still controversial.

2.6 Multi-modal Sensory Interactions

Food is a multi-modal experience, so it should come
as no surprise that the sensations from one sensory
modality may influence judgments and perceptions
from another. Through our experience, we learn about
the pairings of colors and tastes, colors, and odors
and come to have expectations about what sensa-
tions may accompany one another. Through repeated
pairings or through natural co-occurrence of differ-
ent tastes and flavors, an association can be built up
leading to integration of those experiences (Stevenson
et al., 1999). Brain imaging of regions of the frontal
cortex supports that notion that the merging of these
sensations into coherent percepts are ‘“real” percep-
tions and not just some kind of response bias (Small
et al., 2004). Interactions between sensory modali-
ties and their possible neural substrates have been
reviewed by Delwiche (2004), Small and Prescott
(2004), and Verhagen and Engelen (2006). The dis-
cussions that follow will focus on those interactions
that have been most heavily studied and are most
relevant to foods: taste/odor, flavor/irritation (chemes-
thesis), and color/flavor. Other inter-modality interac-
tions are discussed in the review papers mentioned
above.

2.6.1 Taste and Odor Interactions

An reliable observation from the psychophysical liter-
ature is that sensation intensities of tastes and odors
are additive or slightly hypo-additive (Hornung and
Enns, 1984, 1986; Murphy et al., 1977; Murphy and
Cain, 1980). The pattern of results is that intensity rat-
ings show about 90% additivity. That is, when framed
as a simple question about the summation of gusta-
tory and olfactory intensity ratings in producing overall
ratings of flavor strength, there is little evidence for
interactions between the two modalities.

However, there have been many other studies show-
ing enhancement of specific taste qualities, notably
sweetness, in the presence of odors. An impor-
tant tendency, especially among untrained consumers,
is to misattribute some volatile olfactory sensations
to “taste,” particularly retronasally perceived odors.
Retronasal smell is poorly localized and often per-
ceived as a taste from the oral cavity. Murphy and
coworkers (1977, 1980) noted that the odorous com-
pounds, ethyl butyrate and citral, contributed to judg-
ments of “taste” magnitude. This illusion is elimi-
nated by pinching the nostrils shut during tasting,
which prohibits the retronasal passage of volatile
materials and effectively cuts off the volatile flavor
impressions.

Another observation is that harsh tastes can sup-
press and pleasant tastes can enhance ratings of volatile
flavor intensity. Von Sydow et al. (1974) examined
ratings for taste and odor attributes in fruit juices
that varied in added sucrose. Ratings for pleasant
odor attributes increased and those for unpleasant
odor attributes decreased as sucrose concentration
increased. No changes in headspace concentrations
of volatiles were detected. Von Sydow et al. inter-
preted this as evidence for a psychological effect as
opposed to a physical interaction. A similar effect
was found for blackberry juice flavor at varying lev-
els of sucrose and acidity (Perng and McDaniel,
1989). Sucrose-enhanced fruit flavor ratings while
juices with high acid level showed lower fruit
ratings.

When retronasal smell is permitted, a common find-
ing is that sweetness is enhanced (Delwiche, 2004)
and odors are enhanced as well. The effect depends
upon the specific odor/taste pairings. Aspartame
enhanced fruitiness of orange and strawberry solu-
tions (sucrose showed no effect) and a somewhat
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greater enhancement occurred for orange than for
strawberry (Wiseman and McDaniel, 1989). Sweetness
was enhanced by strawberry odor, but not by peanut
butter odor (Frank and Byram, 1988). Some authors
have argued that the sweetness enhancement depends
upon the congruence and/or similarity of the taste
and odor. This makes sense because many odors are
referred to as smelling like tastes, such as the sweet
smell of honey or the sour smell of vinegar (Small and
Prescott, 2005). The spatial and temporal contiguity of
odors and tastes when foods are consumed may also be
important in facilitating this effect.

The degree of cultural experience panelists have
with particular combinations seems important. There
is an influence of learned expectancies (Stevenson
et al., 1995). The pattern of learned correlations may
determine how and when effects such as sweet taste
enhancement are seen. Common experience with the
co-occurrence of sweet tastes and carmelization odors,
for example, may drive some sweetness enhancement
effects. The influence of associative learning is shown
by the fact that sweetness enhancement is predicted by
initial sweetness ratings of odors and that pairings of
formerly neutral odors with a sweet taste will induce
this enhancement effect (Prescott, 1999; Stevenson
etal., 1998).

Is this effect a true enhancement or simply an infla-
tion of sweetness ratings due to taste/smell confusion?
Evidence for the “reality” of the effect comes from the
observation that a sweet smelling odor can suppress the
rated sourness of a citric acid solution, just like a sweet
taste would (Stevenson et al., 1999). A number of brain
imaging studies have identified multi-modal neural
activity in brain regions such as the orbitofrontal cortex
(see Small and Prescott, 2005; Verhagen and Engelen,
2006). This has led to the interesting speculation that
sniffing a sweet odor might evoke the entire experi-
ence of a taste/odor pairing (i.e., a flavor) that has
been encoded in memory (Small and Prescott, 2005).
Dalton et al. (2000) showed that detection thresholds
for an odorant were reduced when subjects held a taste
in the mouth, but only when the taste was congruent.
However, in another study, sweetness enhancement
by subthreshold odors was not observed (Labbe and
Martin, 2009).

These interactions change with instructions and
with training. In one study, citral-sucrose mixtures
were evaluated using both direct scaling and “indirect”
scale values derived from triangle test performance

(Lawless and Schlegel, 1984). A pair which was barely
discriminable according to triangle tests received sig-
nificantly different sweetness ratings when separate
taste and odor attributes were scaled. Focused atten-
tion produces different results than appreciation of the
product as a unitary whole. Sweetness enhancement
by ethyl maltol decreased when panelists were trained
to distinguish tastes from smells (Bingham et al.,
1990). In another study, sensory profile training did
not seem to promote the associative learning needed
for odor/sweetness enhancement (Labbe and Martin,
2009). Along these lines, having subjects take an ana-
lytic (rather than synthetic) approach to odor/taste mix-
tures negates the odor-enhanced sweetness (Prescott
et al., 2004). Taken together, these results show that
attentional mechanisms or modality-specific training
can alter the effect substantially.

A further consideration is that the responses that
subjects are instructed to make also influence the
apparent taste—odor interactions (van der Klaauw and
Frank, 1996). Strawberry odor enhances the sweetness
of sucrose—strawberry solutions (Frank et al., 1989a),
an effect reminiscent of the enhancement reported by
Wiseman and McDaniel (1989) and also the mislabel-
ing of volatile sensations as taste intensity estimates
seen by Murphy et al. (1977). However, when subjects
are instructed to make total intensity ratings and then
partition them into their components, no significant
enhancement of sweetness is seen (Frank et al., 1990,
1993; Lawless and Clark, 1992). Odor—taste enhance-
ment, then could in many cases merely be a case of
response shifting, and not a truly increased sensation
of sweetness at all.

This finding has broad implications for the ways
in which sensory evaluations, particularly descrip-
tive analyses in which multiple attributes of complex
foods are rated, should be conducted. It also sug-
gests some caution in substantiating claims for various
synergies or enhancement effects in which ratings
are restricted to too few attributes. Respondents may
choose to “dump” some of their impressions into the
most suitable category or the only allowable response
if the attribute they perceive is otherwise unavail-
able on the ballot (Lawless and Clark, 1992). Alleged
enhancements such as the effect of maltol on sweet-
ness should be viewed with caution unless the response
biases inherent in mislabeling smells as tastes can be
ruled out. These effects are discussed at length in
Chapter 9.



2.6 Multi-modal Sensory Interactions

49

2.6.2 Irritation and Flavor

Two other groups of interactions between modalities
are important in foods. One is the interaction of chem-
ical irritation with flavors and the second are effects in
flavor ratings caused by changes in visual appearance.
Anyone who has compared flat soda to carbonated
soda will recognize that the tingle imparted by car-
bon dioxide will alter the flavor balance in a product,
usually to its detriment when the carbonation is not
present. Flat soda is usually too sweet. Decarbonated
champagne is usually very poor wine.

Several psychophysical studies have examined
interactions of trigeminal irritation from chemicals
with taste and with odor perception. As in most lab-
oratory psychophysics, these studies have focused on
perceived intensity changes in single chemicals simple
mixtures. The first workers to examine effects of chem-
ical irritation on olfaction found mutual inhibition of
smell by carbon dioxide in the nose (Cain and Murphy,
1980). This occurs even though the onset of the sting
from carbon dioxide is delayed somewhat compared
to the onset of smell sensations. Since many smells
also have an irritative component (Doty et al., 1978;
Tucker, 1971), it is probable that some of this inhibi-
tion is a common event in everyday flavor perception.
If a person had decreased sensitivity to nasal irrita-
tion the balance of aromatic flavor perception might be
shifted in favor of the olfactory components. If irrita-
tion is reduced, then the inhibitory effects of irritation
would also be reduced.

Does chili burn mask tastes in the mouth, the way
that carbon dioxide sting masks smell in the nose?
Partial inhibition of taste responses has been found
following pretreatment of oral tissues with capsaicin,
particularly inhibition of sour and bitter tastes (Karrer
and Bartoshuk, 1995; Lawless and Stevens, 1984,
Lawless et al., 1985; Prescott et al., 1993; Prescott
and Stevenson, 1995, but see also Cowart, 1987).
Note that capsaicin desensitization takes several min-
utes to develop, i.e., it depends upon a delay between
treatment and test stimuli (Green, 1989). Such a tem-
poral gap would have occurred to varying degrees
in pretreatment experiments with tastants. Also, since
capsaicin inhibition is most reliably observed for sub-
stances sometimes reported as partially irritative, the
inhibitory effect seen in pretreatment studies may
be due to desensitization to an irritative component

of the “tastants,” rather than a direct effect on gus-
tatory intensity per se (e.g., Karrer and Bartoshuk,
1995).

Tastes can modulate or ameliorate chili burn. There
are folk remedies in various cultures, such as starchy
corn, ghee, pineapple, sugar, and beer. Systematic stud-
ies of trying to wash out chili burn with different
tasting rinses have shown some effect for sweet (most
pronounced), sour, and perhaps salt (Sizer and Harris,
1985; Stevens and Lawless, 1986). Cold stimuli pro-
vide a temporary but potent inhibition of pepper burn,
as known to many habitués of ethnic restaurants. Since
capsaicin is lipid soluble, the Indian remedy of ghee
(clarified butter) has some merit. Sour things stimu-
late salivary flow, which may provide some relief to
abused oral tissues. The combination of fatty, sour,
cold, and sweet suggests chilled yogurt as a good
choice. A culinary practice of alternating cool, sweet
chutneys with hot curries would seem to facilitate these
interactions.

2.6.3 Color-Flavor Interactions

Finally, let us consider the effects of appearance on
flavor perception. The literature concerning color—
flavor interactions is quite extensive and interested
researchers are cautioned that it is complex and at
times contradictory (e.g., Lavin and Lawless, 1998).
We make no attempt here to provide a comprehensive
review.

Humans are a visually driven species. In many soci-
eties with mature culinary arts, the visual presentation
of a food is as important as its flavor and texture char-
acteristics. A common finding is that when foods are
more deeply colored, they will obtain higher ratings for
flavor intensity (e.g., Dubose et al., 1980; Zellner and
Kautz, 1990). Effects of colored foods on flavor inten-
sity and flavor identification are discussed in Stillman
(1993). Miscolored foods or flavors are less effectively
identified (Dubose et al., 1980). However, the pattern
of results is mixed and inconsistent in this literature
(see Delwiche, 2004). Once again, learned associa-
tions may drive the patterns of influence. Morrot et al.
(2001) found that more red wine descriptors were
used by a panel when a white wine was intentionally
miscolored red.

An example of visual influences on food percep-
tion can be found in the literature on perception of
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milks of varying fat content. Most people believe that
skim milk is easily differentiated from whole milk
or even from 2% low fat milk by appearance, fla-
vor, and texture (mouthfeel). However, most of their
perception of fat content is driven by appearance
(Pangborn and Dunkley, 1964; Tuorila, 1986). Trained
descriptive panelists readily differentiate skim milk
from 2% on the basis of appearance (color) ratings,
mouthfeel, and flavor. However, when visual cues are
removed, discrimination is markedly impaired (Philips
et al., 1995). When tested in the dark with cold milk,
discrimination of skim milk from 2% milk drops
almost to chance performance, a result that many skim
milk drinkers find difficult to swallow. This research
emphasizes that humans react to the ensemble of sen-
sory stimulation available from a food. Even “objec-
tive” descriptive panelists may be subject to visual
bias.

2.7 Conclusions

An important knowledge base for any sensory profes-
sional is an appreciation of the function of the senses
through which we obtain our data. Understanding the
physiological processes of the senses helps us take
into account the limits of sensory function and how
sensations interact. The historical underpinnings of
sensory methods lie in the discipline of psychophysics,
the systematic study of relationships between stim-
ulus and response. Psychophysical thinking, then, is
not just about methods for sensory testing, but a
view of sensory function that looks at relationships
among variables. This is a valuable point of view that
can enhance the contribution of a sensory group to
their product development clients. One of our indus-
trial colleagues used to ask his product developers
not to send him products to test. At first glance such
a statement seems outrageous. But the key was in
his next request: “Send me variables to test.” This
approach is advantageous as it brings a deeper under-
standing of the relationships between ingredient or
process variables and sensory response. It moves the
sensory specialist beyond simple hypothesis testing
and into the realm of theory building and model-
ing, in other words more like engineering than the
all too common pattern of simple yes/no hypothesis
testing.
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Chapter 3

Principles of Good Practice

Abstract This chapter outlines the standards of good practice in performing
sensory evaluation studies. It briefly covers the sensory testing environment and
its requirements, serving samples to panelists, and creating serving procedures,
planning. There is a short section on designing experiments including design and
treatment structures. Subsequently, it then covers general panelist screening, select-
ing, and training as well as an overview of panelist incentives. The legal ramifications
and requirements of using humans as subjects of sensory tests are also described.
Lastly the chapter discusses data collection and tabulation.

Some of the reasons some experimenters advance in trying to resist a (scientific approach) to their
work are that: (a). there is no reason to suppose that there will be a bias; (b). it means much more
work; (c). things might get mixed up.

There is no reason to suppose that there will not be a bias. As regards (b), one may ask, “more
than what?” for that a valid experiment takes more work than an invalid experiment is irrelevant to
a man who is wanting to make valid inferences. As regards (c), one feels sympathy, but if an
experimenter isn’t willing to do a decent job why doesn’t he choose some other easier way of
earning a living.

—Brownlee (1957, p. 1)
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Table 3.1 Sensory checklist®

Test objective
Test type
Panelist
Recruitment
Method of contact
Supervisory approval
Screening
Informed consent
Incentives
Training
Sample
Size and shape
Volume
Carrier
Serving temperature
Maximum holding time
Test setup
Panelist check-in
Palate cleansers
Instructions
To technicians
To panelists
Score sheets
Instructions
Type of scales
Attribute words
Anchor words
Coding
Randomization/counterbalancing
Booth items
Pencils
Napkins
Spit cups
Clean up
Disposal arrangements (important if security risk)
Receipts if incentive is monetary
Panelist debriefing
Test area
Separation of panelists
Temperature
Humidity
Light conditions
Noise (auditory)
Background odor/clean air handling/positive pressure
Accessibility
Security

4This checklist is a quick way of making sure that the sensory
specialist has thought of many of the good practice guidelines
discussed in this chapter

been thought through. It should be remembered that a
good sensory specialist will always follow the standard
practices because that would help ensure that he/she

will obtain consistent, actionable data. However, an
experienced sensory scientist will occasionally break
the standard practice guidelines. When one breaks
these rules one always has to be fully aware of the con-
sequences, the risks entailed, and whether one still can
get valid data from the study.

3.2 The Sensory Testing Environment

Much of the information in this section comes from
our experiences in visiting, designing, and operating
sensory facilities both in industrial and in university
settings. The section was also written with reference
to Amerine, Pangborn, and Roessler (1965), Jellinek
(1985), Eggert and Zook (2008), Stone and Sidel
(2004), and Meilgaard et al. (2006). We feel that any-
one planning on constructing or renovating a sensory
facility should read Eggert and Zook (2008) and view
the accompanying CD, this is an extremely valuable
resource. The sensory facility should be located close
to potential judges but not in the middle of areas
with extraneous odors and/or noise. This means that
in a meat-processing plant the sensory area should not
be near the smokehouse and in a winery the facility
should be out of earshot from the noise of the bottling
line. The sensory booth area must be easily accessi-
ble to the panelists and if the facility will be used by
consumer panelists or panelists that will be traveling
some distance then there should be ample, easy park-
ing available. This frequently means that the sensory
facility should be on the ground floor of a building and
that the area should be near the entrance to the com-
plex. In companies with security concerns, the sensory
preparation facility should be within the secure area
but the panelist waiting room and possibly the sensory
booth area should be in an area that is easily accessible
and possibly not secure.

When designing the sensory testing area, the traf-
fic pattern of the panelists should be kept in mind.
Panelists should enter and exit the facility without
passing through the preparation area or the office areas
of the facility. This is to prevent panelists from having
physical or visual access to information that may bias
their responses. For example, if panelists happen to see
some empty jars of a specific brand in a trash can it
may bias their responses if they expect to evaluate that
brand as one of their coded samples. Additionally, for
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security reasons it is not a good idea to have panelists
wandering through the sensory area where they may
pick up information about projects or other panelists.

3.2.1 Evaluation Area

In its simplest form the facility would need an evalua-
tion area. This may be as simple as a large room that
could be used with tables or temporary booths placed
on tables. It is always important to remember that if
the evaluation occurs in a quiet, uninterrupted manner
the likelihood of success is increased. It is especially
important that the panelists not influence each other. If
temporary booths are not available the sensory special-
ist should at the very least arrange the tables in room
so that the participants do not face each other. Kimmel
et al. (1994) arranged a room with tables in such a
way that the panelists (in their case children) could
not influence each other. If at all possible, separate the
panelists with portable plywood booths (see Fig. 3.1
for manufacturing instructions). These can be made
inexpensively and will allow panelists to be separated
during testing.

NOTE: ALL EDGES ARE BUTT CUT UNLESS NOTED

HINGE ON FRONT

Some consumer testing companies use a classroom
style where each consumer is seated at a small table
with space for a computer screen and the samples.
The advantage of this situation is that it is portable
(the evaluation area can be set up in hotels, conference
rooms, church basements, etc.) and the whole group
can receive any verbal instructions simultaneously. If
color or appearance is important make sure that the
testing area is well lit with balanced daylight-type flu-
orescent bulbs, however, see Chapter 12 for further
information on color evaluation.

In a situation where sensory evaluation is an integral
part of the product development and quality assurance
cycle of the product a more permanent evaluation area
should be constructed. In most sensory facilities, the
evaluation area should encompass a discussion area, a
booth area and, frequently, a waiting room area for the
panelists (Fig. 3.2).

The waiting area should have comfortable seating,
be well lit, and clean. This area is often the panelists’
first introduction to the facility and should make them
feel that the operation is professional and well orga-
nized. This area should be modeled on the waiting
room of a medical practitioner. The sensory specialist

MITER EDGES

HINGE ON BACK

2-0"

N P
8
PLYWOOD
SHEETS
]L 220" ‘Ju‘ 20" _____.I‘____ 2.0 ——4
FRONT VIEW
PANELS NOT FOLDED

Fig. 3.1 Construction
information for portable
sensory booths.

~—— HINGE

\HINGE

T

g |
2.0 -]

TOP VIEW
PANELS FOLDED



60

3 Principles of Good Practice

Fig. 3.2 Floor plan of the

three sensory facilities in the
Robert Mondavi Sensory
Building on the University of
California at Davis Campus.
Al, is a preparation area that
includes a range and four
ovens; A2 are preparation
areas without cooking
facilities; B1 is a sensory
booth area with 24 individual

booths; B2 are two separate
sensory booths areas, each
with six booths; C is the
sensory waiting area with
chairs, tables, and sofas;

D indicates the work spaces
for individual employees and
students; E is a focus room
with a two-way mirror. (Used
with permission from ZGF
Architects LLP, Portland,
Oregon).

should always try to minimize the waiting time of pan-
elists but sometimes this is unavoidable. To relieve the
tedium of waiting the area should be equipped with
some light reading. In some facilities, a child care
area for panelists’ children may also be included. In
this case, care must be taken to prevent the noise and
distraction from this area from interfering with the
panelists’ concentration during product evaluation.

In some consumer testing facilities, a briefing area
may be adjacent to the waiting room or orientations
may be done in the waiting room itself. The orien-
tation area is very useful if chairs in the room are
arranged in rows or a semi-circle. Then instructions,
as to procedures, can be given to a whole group at
once before they enter the test booths or discussion
room. Questions can be fielded and volunteer pan-
elists having difficulties can be further instructed or
weeded out.

The discussion room would usually be arranged
similarly to a conference room but the decor and the
furnishings should be simple and in colors that would
not affect the panelists’ concentration. The area should
be easily accessible to the panelists and to the prepara-
tion area. However, the panelists should not have visual
or physical access to the preparation area. The sections
on climate control, lighting, etc., of the booth area are
equally applicable to the discussion area.

In many sensory facilities the booth area is the
heart of the operation. This area should be isolated
from the preparation area, be comfortable but not too
casual in appearance. The area should always be clean
and professional looking. Once again, neutral or non-
distracting colors are advisable. The room should be
kept quiet to facilitate panelist concentration. There are
probably as many versions of booth areas as there are
sensory facilities. Some of the variations are cosmetic
and others affect the functionality of the space. In this
section we will describe some variations, highlighting
advantages and disadvantages of each. We will con-
centrate on booths used for food evaluations; however,
specialized booths are often required for the evalua-
tion of personal care products such as shaving creams,
soaps, deodorants and home care products like insec-
ticides, floor waxes, and detergents. An example of
a purpose-built sensory booth is Renault motor com-
pany’s poly-sensorial booth described by Eterradossi
et al. (2009).

The number of booths in facilities we have seen
ranges from as low as 3 to as high as 25. The number
is usually constrained by the space available. However,
the sensory scientist should attempt to have the maxi-
mum possible number of booths constructed, since the
booth availability is frequently a bottleneck in test vol-
ume causing undue delay for panelists or decreasing
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the number of panelists that can be accommodated.
Booth sizes vary greatly in different facilities but the
ideal booth is about 1 m by 1 m in size. Smaller
booths may make the panelist feel more “cramped”
and this could potentially affect concentration. On the
other hand, excessively large booths waste space. The
booths should be separated from each other by opaque
dividers that extend about 50 cm beyond the front edge
of the counter top and 1 m above the counter top. This
is to prevent panelists in adjacent booths from affect-
ing each other’s concentration. The corridor behind
the booths should be wide enough for the panelists
to comfortably move into and out of the booth area.
Additionally, in the United States, if the booths are to
be used by disabled persons the guidelines on corridor
widths, seating configurations, and counter top heights
of the Americans with Disabilities Act of 1990 (42
USC 126 § 12101-12213) should be followed.

The booth counter height is usually either desk or
table height (76 cm) or kitchen counter height (92 cm).
The height of the booth counter is constrained by the
height of the serving counter on the other side of the
booth pass-through hatch. We have seen booths where
the serving counter was at kitchen counter height and
the booth counter was at table height. The poten-
tial mess when samples were passed from the higher
kitchen counter to the lower booth counter should dis-
courage anyone else from constructing this type of
booth. In general, either counter height is used. The
table height counters allow the panelists to sit in com-
fortable chairs but demands that the sensory specialists
bend to pass samples through the serving hatches. The
amount of bending is minimized when the counter is at
kitchen counter height but then the panelists should be
supplied stools of adjustable height.

Serving hatches should be large enough to accom-
modate sample trays, score sheets, and yet small
enough to minimize panel observation of the prepara-
tion/serving area. The hatches are often about 45 cm
wide and 40 cm high; however, the exact size is
dependent on the size of the sample serving trays that
would be used in the facility. The most popular serving
hatches are either the sliding door style or the bread
box style. The sliding door style has a door that either
slides up or to the side. These doors have the advantage
that they do not occupy space either in the booth or on
the serving counter. The major disadvantage of these
doors is that the panelists can see through the open
space into the preparation area. The amount of visual

information gleaned by the panelist can be minimized
if the sensory specialist stands in front of the open
space when serving samples. The bread box design
has a metal hatch that is either open to the booth area
or to the serving area, but not to both simultaneously.
The advantage is that the bread box visually separates
the panelist from the serving/preparation area but the
disadvantage is that the hatch takes up counter space
both in the booth and on the serving counter. The serv-
ing hatch should be mounted flush with the counter
top, allowing the sensory specialist to easily slide the
sample trays into and out of the booth.

The booth should be equipped with electrical out-
lets for use with computerized data entry systems as
well as for electrical appliances that may be needed in
the evaluation of a specific product. Data entry systems
will be discussed later in this chapter. The installation
of sinks in the booth should be discouraged. These
sinks are frequently a major source of odor contami-
nation in the booth and are very difficult to maintain
in a completely sanitary fashion. It is better to use dis-
posable spittoons and water glasses rather than sinks.
When the serving hatch is closed, the panelist should
have some means of communicating with the person
serving the samples. The ideal communication link is
a lighted two-way signal system. In some instances, the
communication link can also be an intercom between
the booths and the preparation area. In other cases, a
card or a simple piece of colored plastic is used, the
panelist pushing the signal through a small slot under
the serving hatch to gain the attention of the person
serving the samples.

Preparation areas will differ based on the product
lines evaluated in the particular facility. For example,
a facility designed to be used exclusively for frozen
desserts would have no need for ovens, but would
need ample freezer space. On the other hand, a facil-
ity designed for meat evaluations would need freezer
and refrigerator space as well as ovens, stove tops, and
other appliances used to cook meat. For these reasons
it is somewhat difficult to give many rules as to the
appliances needed in the preparation area, but there are
some appliances and features that would be required in
nearly all preparation areas.

The area needs a great deal of storage space.
Refrigerated storage is necessary for samples, refer-
ence standards, and food treats (incentives) for pan-
elists. Frozen storage space is needed for samples that
require freezing. Additionally, cabinet storage space
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is required for utensils, serving dishes, serving trays,
spittoons, paper ballots, computer printouts of data and
statistical analyses, reports, photocopies of literature,
etc. Many preparation areas have a lack of adequate
storage space. If you as the sensory specialist have
any input into the design of a sensory facility insist on
ample storage space.

The other area that is often inadequate is the hori-
zontal space required for setting up sensory tests. The
counter space should be large enough to allow the spe-
cialists to set up one or two sessions’ worth of serving
dishes at the same time. The space can be re-used
if food service trays and vertical food service carts
are used as a holding space prior to serving samples.
The entire area should be constructed with materials
that are easy to clean and to maintain. Dishwashers,
sinks with garbage disposals and trash cans should be
installed in the preparation area. There should also be
an adequate clean water supply for cleaning purposes
as well as a supply of tasteless and odorless water
to be used by the panelists for rinsing between sam-
ples. Double distilled water or bottled water from a
reputable dealer are generally preferred. Additionally,
depending on the types of products to be tested, other
appliances such as electrical or gas cook tops and
ovens, microwave ovens, deep-fat fryers may also be
required. If oven and cook tops are installed, the area
then requires hoods with charcoal filters or outside
venting to control odors from the cooking area(s).
The list of possible appliances is almost endless. In
some facilities, flexibility has been designed into the
preparation area with moveable case goods, flexible
electrical and water hookups, and the potential to roll
in new appliances and remove appliances that are not
needed for a specific test. Again, space for storage
of specialized equipment such as rice cookers or tea
pots must be considered when designing a facility.
In addition, local restaurant building codes should be
consulted to make sure that sprinklers (used for fire
safety), water quality, sewer, and all other utilities are
adequate in the preparation area.

3.2.2 Climate Control

The booth and discussion areas should be climate con-
trolled and odor free. The use of replaceable active
carbon filters in the ventilation system ducts supplying

these areas is encouraged. These areas should have
excellent ventilation. A slight positive air pressure in
these areas can minimize odor transfer from the prepa-
ration area. The sensory scientist should make sure that
any cleaning supplies used in the booth and discus-
sion areas do not add extraneous odors. These areas
should be as noise free and distraction free as possible.
Signs requiring silence in the hallways around these
areas during testing times are helpful. Additionally, the
noise added by nearby mechanical systems, e.g., freez-
ers, air conditioners, processing equipment should be
minimized.

The temperature and relative humidity for the booth
and discussion areas should be 20-22°C and 50-55%
relative humidity. These conditions would make the
environment comfortable for the panelists and will pre-
vent them from being distracted by the temperature or
the humidity.

Illumination in these areas should be at least
300-500 Ix at the table surface. Ideally it should be
controllable with a dimmer switch to a maximum of
700-800 Ix, the usual illumination intensity in offices.
Incandescent lights are modifiable, by changing light
bulbs, and versatile by allowing one to control both
the light intensity and the light color. However, heat
buildup can be a problem and should be accounted for
when designing the booth area. The lighting should be
even and shadow free on the counter surface. There are
special lighting requirements for color evaluations and
these will be discussed in Chapter 12.

The above discussion was for an average sensory
facility used for food testing. However, for some prod-
uct ranges more specialized facilities should be con-
structed. For example, if the facility is to be used to test
ambient odor, for odor thresholds, room air deodor-
ants, odors associated with household cleaners, etc.,
then either an odor room or a dynamic olfactory testing
area should be created.

A dynamic olfactory test area would contain an
olfactometer. In an olfactometer a gaseous sample
flows continuously through tubes and the sample is
diluted by mixing with odor-free air. Panelists would
evaluate the samples at an exit port using a face mask
or specially designed sniffing ports (Takagi, 1989).
An odor room can be used by more than one pan-
elist simultaneously. The odor evaluation area con-
sists of an anteroom and a test room. The anteroom
shields the test chamber from the external environ-
ment. The odor area should be constructed of odor free,
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easy to clean, non-absorptive materials. Stainless steel,
porcelain, glass, or epoxy paints may be appropriate.
The test room should have a ventilation system that
can completely remove odorized air and introduce a
controllable odor-free background.

3.3 Test Protocol Considerations
3.3.1 Sample Serving Procedures

The sensory specialist should be very careful to stan-
dardize all serving procedures and sample preparation
techniques except the variable(s) under evaluation. For
example, in a study to evaluate the effect of acceler-
ated ripening on cheddar cheese flavor we decided to
do a triangle test. Two technicians were assigned to
the project and they divided cutting the cheese samples
into 1 cm? cubes, each technician cutting either cheese
A or cheese B. One technician was very precise and all
the cubes she cut were exactly 1 cm?. The other tech-
nician was less precise and her cubes varied slightly in
size. Once the cubes were placed in serving contain-
ers it became obvious that the panelists could identify
the odd sample by visual inspection only. These cheese
samples were thrown away and the more precise tech-
nician was assigned to do all the cubing. However,
she could not cut the cheese and serve it immediately.
The cubes had to be stored overnight in a refrigera-
tor. The technician decided to store the cubes from
cheese A in one refrigerator and those from cheese B
in another. The two refrigerators varied slightly in their
temperature settings. The next morning, the samples
were served to the panelists, who by simply touch-
ing the samples could identify the odd sample. The
samples then had to be stored again, but in the same
refrigerator to equilibrate the temperature difference.
In a different study, involving threshold determination
by discrimination testing, the layout of the samples
prior to serving along a benchtop allowed a temper-
ature decrease in samples set nearer to a room air
conditioner. Some panelists could pick out the sam-
ples that were different based on this small temperature
difference.

If carriers or combinations of products are required
the timing of this process must be standardized. For
example, if milk is poured on a breakfast cereal, the
amount of time between pouring and tasting must be

the same for all samples. It may not be wise to simply
pass the milk in a container into the test booth for the
panelists to add without instructions. They may pour
the milk on all the samples at the outset, with the result
that the last one evaluated has a much different texture
than the first.

As can be seen from these examples, the sensory
specialist should pay careful attention to the following
areas when writing the test protocol and when perform-
ing the study: the visual appearance of the sample,
sample size and shape, and sample serving tempera-
ture. Additionally, the sensory specialist should decide
which serving containers should be used, whether the
sample should be served with a carrier, how many
samples should be served in a session, whether the
panelists should rinse their mouths between samples,
whether samples are to be expectorated or swallowed
and how many samples should be served in a session.
In the following sections each of these issues will be
discussed, many of the suggestions made in these sec-
tions are based on our own experiences in a variety of
sensory settings.

3.3.2 Sample Size

If the samples are evaluated in a discrimination test and
the appearance of the sample is not the variable under
evaluation then the samples should appear identical. If
it is not possible to standardize the appearance exactly,
a sequential monadic serving order may be used (Stone
and Sidel, 2004). However, if there is a possibility that
the panelists may remember that the samples were not
identical in appearance then a discrimination test is not
appropriate.

Cardello and Segars (1989) found that sample
size affected the intensity scores assigned to textural
attributes by panelists, even when the panelists were
unaware of the sample size differential. De Wijk et al.
(2003) confirmed these results with a different product.
These results make it very important that the sensory
specialist specifies the sample size and shape used in
study, since the possibility exists that a different sam-
ple size may have led to different results. Therefore,
when deciding on the sample size to serve the sensory
specialist should keep a few questions in mind, namely
What is the purpose of this study? How large is the
normal portion size for this product? How large is a



64

3 Principles of Good Practice

normal mouthful of this product? How many attributes
does the panelist have to evaluate on this product? Is
it possible to easily manipulate the size of the prod-
uct? The answers to these questions should lead the
sensory specialist to a reasoned decision in determin-
ing the size of the sample to be served. Keep in mind
that it is better to err slightly on the side of a more
generous portion size than a stingier one. In some
cases a minimum amount to be eaten may be specified.
This is potentially important in consumer tests where
some participants may be timid about tasting novel
products. However, a reasonable balance between cost
associated with the product, storage, and preparation in
relation to the sample size should be maintained.

3.3.3 Sample Serving Temperatures

The serving temperature of the product must be spec-
ified in the test protocol. Serving temperatures and
holding time can present difficulties with some prod-
ucts such as meats. One approach to this is to serve
the items in containers that are themselves warmed.
In our laboratories and others, sand baths heated in an
oven to a fixed temperature (usually 50°C) are used.
Small glass beakers or ceramic crucibles used as hold-
ing dishes sit embedded in the sand baths and these
in turn hold the samples to be tested. Even with this
arrangement it is important to minimize the time sam-
ples are held or at the very least maintain this time as a
constant across panelists.

In dairy products such as fluid milk, sensory charac-
teristics may be accentuated if the product is warmed
to a temperature above those of storage. In some tests
where sensitivity and discrimination are the primary
concerns, this is less realistic but a serving tempera-
ture allowing better discrimination is warranted. Thus
fluid milk can be served at 15°C instead of the more
usual 4°C to enhance the perception of volatile flavors.
Ice cream should be tempered at —15°C to —13°C for
at least 12 h before serving since scooping is difficult
if the ice cream is colder. At higher temperatures the
ice cream would melt. It is also usually best to scoop
ice cream directly from the freezer immediately before
serving rather than to scoop the portions and store these
in a freezer. In this latter case the surface of the sam-
ple portion is inclined to become icier than the outer
portion of a freshly scooped sample.

When samples are served at ambient temperatures
the sensory specialist should measure and record the
ambient temperature during each session. For sam-
ples served at non-ambient the serving temperature
should be specified as well as the method of main-
taining that temperature, whether it is sand baths,
thermos flasks, water baths, warming tables, refrigera-
tors, freezers, etc. The temperatures of samples that are
served at non-ambient temperatures should be checked
at the time of serving to ensure that the specified tem-
peratures were achieved. Additionally, the specialist
should specify the sample holding time at the specified
temperature.

If samples are to be held for an extended period,
the test protocol should include a discrimination test,
with sufficient power (see Chapter 4) to determine if
the holding period leads to changes in the sensory
attributes of the product. If no changes occur then
the samples could be held for an extended period.
However, if products are to be held at elevated tem-
peratures for any period the sensory specialist should
also monitor potential microbial growth that could
compromise the safety of the panelists.

3.3.4 Serving Containers

It is difficult to give rigid rules as to the choice of
containers since different conditions exist in different
sensory facilities. In some facilities, it is expensive and
time consuming to wash many dishes, thus special-
ists in these cases would tend toward using disposable
containers. In other facilities, there may be financial
or environmental constraints that preclude the use of
disposable dishes. The best advice is to use common
sense when deciding which containers to use. The sen-
sory specialist should choose the container that is most
convenient, yet the choice of container should not neg-
atively affect the sensory attributes of the product. For
example, Styrofoam cups are very convenient to use
since they are disposable and can easily be labeled
using either a permanent ink marker or a stick-on label,
yet we have found that these containers can adversely
affect the flavor characteristics of hot beverages. If
three-digit codes are applied via marking pens, care
must be taken to insure that the ink does not impart
an aroma.
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3.3.5 Carriers

The issue of whether or not to use carriers poses some
problems for the sensory specialist and deserves care-
ful consideration. “Carriers” usually refer to materials
that form a base or vehicle for the food being tested,
but may more broadly be considered as any other food
that accompanies the one being tested so that they are
ingested (and tasted) together. Examples are cream fill-
ings in pastries, butter on bread, spices in a sauce, and
salad dressing on lettuce leaves.

In discrimination testing, the goal is often to make a
test that will be very sensitive to product differences.
A carrier can mask or disguise differences or mini-
mize panelists’ abilities to perceive the difference due
to the addition of other flavors and modifications to the
texture and mouthfeel characteristics. In some cases
the carrier may simply increase the overall complex-
ity of the sensory impressions to the point where the
panelists are overwhelmed. In these cases the use of
a carrier might not be desirable since it will decrease
the effective sensitivity of the test for detecting sensory
differences. If there are serious consequences from
missing a difference (Type II error, see Chapter 4)
then the use of a carrier that could potentially mask
differences is not recommended.

If on the other hand, a false alarm or detection of a
false positive difference (Type I error, see Chapter 4)
poses serious problems, then the obscuring of a differ-
ence by the carrier is less detrimental. The degree of
realism added by the carrier may complicate the situa-
tion, but it could prevent the detection of a difference
that might be meaningless to consumers. The sen-
sory specialist should discuss with the client whether
the degree of realism in the test is a concern. For a
food product that is rarely consumed alone and almost
always involves a carrier, the “artificiality” of the sit-
uation where the carrier is omitted may be a major
psychological problem to the panelists, especially in
consumer testing. An example would be cherry pie
fillings which are rarely eaten without pie crust.

So, there are two guidelines for consideration in
determining whether a carrier should be used: the rel-
ative consequences of missing a difference versus a
false positive test result and the degree of realism that
is deemed necessary. Often the complications created
by use of the carrier will lower the degree of sample
control and uniformity that is possible, so this must

be considered. Careful discussion of these issues with
the client can help clarify the best approach. In some
cases it may be advisable to do the test both with and
without the carrier if time and resources permit. This
can be very informative about the size of the perceiv-
able difference as well as the nature of the interactions
between the carrier and the food to be tested.

Stone and Sidel (2004) give the following interest-
ing example of a compromise in the use of a carrier,
where the food product (a pizza sauce) is influenced
by the carrier (crust) in such important ways that the
preparation, but not the testing, had to involve the sub-
strate: ““... it was agreed that flavor interactions with
crust components resulted in a sauce flavor that could
not be achieved by heating the sauce alone. However,
owing to variability in pizza crust within a brand, it
was determined that the pizza would be cooked and
the sauce scraped from the crust and tested by itself.
Thus the chemical reactions were allowed to occur and
the subjects’ responses were not influenced by crust
thickness or other non test variables.”

3.3.6 Palate Cleansing

The goal of palate cleansers should be to aid in the
removal of residual materials from previous samples.
An anecdote frequently told at wine tasting events says
that serving rare roast beef slices will help undo the
effects of high tannin in red wine samples. This makes
some sense chemically. The proteins of the meat and
its juices could form a complex removing tannins from
solution—reducing the “pucker” of the wine. There
have been numerous studies on palate cleansers to
remove red wine astringency (see Ross et al., 2007 for
a relatively recent example). However, it would seem
that no true consensus has been reached on the ideal
palate cleanser to use in these conditions.

Lucak and Delwiche (2009) evaluated the effects
of a range of palate cleansers (chocolate, pectin solu-
tion, table water crackers, warm water, water, and
whole milk) on foods representing various tastes and
mouthfeel effects such as jelly beans (sweet), coffee
(bitter), smoked sausage (fatty), tea (astringent), spicy
tortilla chip (pungent), mint (cooling), and applesauce
(non-lingering). They found that table water crack-
ers were the only palate cleanser effective across all
representative foods.



66

3 Principles of Good Practice

A study of off-flavors in fish examined the
difficulties panelists have when cleaning the palate of
methyl isoborneol, a compound associated with earthy,
muddy, or musty aroma (Bett and Johnson, 1996).
They suggested the use of untainted fish itself as the
cleanser to use between test samples. This would make
sense in that the fish flesh is an effective binder of the
odor compound in question. However, these authors
did raise the concern that this would involve time and
expense in using additional fish samples as a palate
cleanser.

3.3.7 Swallowing and Expectoration

In most analytical sensory tests, swallowing is avoided
and samples are expectorated. This is assumed to pro-
vide less carry-over or unwanted influence of one prod-
uct to the next. Also swallowing high-fat products can
add unnecessary calories to panelists’ diets. Of course,
in consumer testing where acceptability is being mea-
sured, swallowing and post-ingestion effects can affect
consumers’ opinions on the products. Also in con-
sumer testing generalizing to the natural consumption
is a concern and here having respondents swallowing
the products is acceptable. Kelly and Heymann (1989)
studied the effect of swallowing versus expectoration
on thresholds and fatigue effects in paired comparison
and triangle tests using added salt in kidney beans and
added milk fat to skim milk. They found no significant
effects. However, it should be noted that the power of
the test was low and thus the likelihood of finding a
difference was slight. A time—intensity evaluation of
Yerba mate infusions by Calvifio et al. (2004) found
that swallowing versus expectoration did not affect the
perceived bitterness intensity of the infusion but that
spitting did increase the rate of decay of the sensation.
One advantage of swallowing in analytical sensory
testing is the stimulation of sensory receptors in the
throat. This can be important in some products and
flavor systems. For example, throat burn is important
in pepper samples and “throat catch” (another type of
chemical irritation) is characteristic of chocolate.

3.3.8 Instructions to Panelists

These should be very clear and concise. It is frequently
desirable to give the instructions on how to perform the
sensory evaluation both verbally, before the panelists

enter the booth area, and in written form on the score
sheet. These instructions should be pre-tested by hav-
ing someone unfamiliar with sensory testing and the
project attempts to follow them. We have frequently
been amazed at how easily panelists misread or mis-
understand what seemed to us to be simple, clear
instructions. This usually occurs because we are too
familiar with the testing methodology and thus read
more into the instructions than is really there. The sen-
sory specialist should always be aware of this potential
problem.

The instructions to technicians and staff should also
be very clear and preferably should be written. It is
useful to have the technicians repeat the explanation of
the procedure to the sensory specialist. This will assure
that there were no communication gaps between the
sensory specialist and the people performing the study.
Additionally, for many tests it is useful to develop a
standard operating procedure and to keep this available
in laboratory notebooks.

3.3.9 Randomization and Blind Labeling

Samples should be blind labeled with random three-
digit codes to avoid bias and sample order should be
randomized to avoid artifacts due to order of presen-
tation. Table 3.2 gives step-by-step instructions to set
up discrimination and preference tests and Table 3.3
does the same for rating, ranking, and hedonic tests.
Figures 3.3, 3.4, 3.5, 3.6, and 3.7 show master sheets
prepared according to the instructions in Tables 3.2
and 3.3.

3.4 Experimental Design

This chapter is not designed to be a comprehen-
sive discussion on experimental design. Excellent
books and chapters have been written on experimen-
tal design and we would refer the reader to Cochran
and Cox (1957), Gacula and Singh (1984), Milliken
and Johnson (1984), MacFie (1986), Petersen (1985),
Hunter (1996), and Gacula (1997).

3.4.1 Designing a Study

In this section we want to highlight some major issues
that should be kept in mind by the sensory special-
ist when designing an experiment. At the beginning
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Table 3.2 Step-by-step instructions for setting up discrimination and preference tests

1. Prepare master sheet (see the completed master sheets in Figs. 3.3, 3.4 3.5, and 3.6).

a. Fill in the sample identification at top. For paired difference or paired preference tests two columns should be filled in
(A, B). For constant reference duo-trio tests three columns should be indicated (Reference A, A, and B). For balanced
reference duo-trio tests four columns are needed (Reference A, Reference B, A, and B). Triangle tests also need four
columns filled in (A, A, B, and B). Only the researchers should know the identity of the A and B.

b. Fill in judge numbers (i.e., 1, 2, 3...). Assign each judge a number and make sure that a key to these numbers is included
in the notebook associated with study. It is simpler if a specific judge retains that number throughout the study.

c. Create permutations of sample presentation. For paired difference or paired preference tests there are two possible
permutations (AB, BA). For the balanced reference duo-trio tests there are four possible permutations (Ry AB, Ry BA, Rp
AB, Rg BA).and the constant reference duo-trio tests has two possible permutations (Ry AB, R4 BA). For triangle tests
there are six possible permutations (AAB, ABA, BAA, BBA, BAB, ABB). Each serving order should be assigned a
number.

d. Determine order of sample presentation. Using a table of random permutations, numbers are read from top to bottom
within a column. Use only numbers corresponding to the number of serving orders in the test. Write the number (with a
red pen, indicated in bold on Figs. 3.3, 3.4, 3.5, 3.6 and 3.7) in a blank column and then write the order that the samples
will appear on the serving tray in the upper right hand corner of each square on the master sheet. This indicates the order in
which each sample is presented to each judge.

e. Assign three-digit random code numbers to each sample for each judge. Start from any point on the table of random
numbers and use three digits for each number. Do not use numbers that may have meaning to the judges (i.e., 13, 666,
911). Write the random numbers on the master sheet, one for each sample for each judge (use blue or black pen, indicated
in italics in Figs. 3.3, 3.4, 3.5, 3.6 and 3.7). An occasional duplicate of a number may be found on a random number table,
if so, skip the duplicate number.

Write random number codes on the sample containers. Use the random code numbers which were written on the master sheet.

Code numbers on sample containers should match the appropriate code numbers on the master sheet. The sample containers

to be filled with the reference samples should not be coded R or Rp but should be coded only with an R.

Prepare score sheet. Fill in the date, the judge number, and the random code numbers in the sequence in which the samples are

to be evaluated (as indicated by the random permutations).

Prepare samples.

a. Prepare an organized arrangement for portioning samples. A simple method is to make a master sheet template with
sufficient space for the sample containers to be placed in the squares. This template may be made out of any large paper or
available substitute. Allowing a 3 in. square for each sample is suggested, however, this will vary depending on the sample
container itself.

b. Assemble sample containers on template. Once all the containers are placed on the template it should be identical in
appearance to the master sheet.

c. Portion samples into containers.

Assemble samples for each judge on a tray in the sequence that they are to be evaluated. Also, place the score sheet on the tray

and water for rinsing the palate. Double check serving order.

Serve samples to judges for evaluations.

Decode score sheet on the master sheet. Circle the code that the judge circled. (Use a pen, neveruse pencil on master sheets or

score sheets). In this way, decoding is simple and orderly. In order to analyze the data, it must be represented numerically.

This may be according to the number of correct judgments (paired difference test, triangle test, and duo-trio test) or number of

judges preferring sample A or B (paired preference). Make sure that a column is left for this purpose.

Analyze the data.

of any project the sensory specialist and all the par-
ties that are requesting the study should define the
objective of the study. To ensure that all parties are
clearly communicating, the sensory specialist should
rephrase all the objectives as questions. These should
be circulated among all parties, who should provide
feedback to the sensory specialist. The sensory special-
ist, in consultation with the client(s), should identify
the tests required to answer the questions. At this point
it is usually instructive for the specialist to design the
perfect experiment without any cost constraints. This

exercise is instructive because the process allows the
specialist to clearly indicate the “ideal.” Then when
time and cost constraints are added and the special-
ist has to redesign the study to a scaled down version
there is a clear picture of what is “given up” in this
process. In some situations the scaled down version
may not be capable of answering the test objectives.
When this happens, the specialist and the client(s)
must renegotiate the cost and time constraints and/or
the test objectives. It is usually better to decrease the
number of test objectives to those with the highest
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Table 3.3 Step-by-step instructions for setting up ranking, rating and hedonic tests

1. Prepare master sheet (see Fig. 3.7 for completed master sheet).

a. Fill in sample identification at top. In the example, in Fig. 3.7 for a study of fish, this may be Scrod, Cod, Tuna, Hake.
Only the researchers should know the identity of the products or samples.

b. Fill in judge numbers (i.e., 1, 2, 3...). Assign each judge a number and make sure that a key to these numbers is placed in
the study notebook. It is simpler if a specific judge retains that number throughout the study.

c. Assign three-digit random code numbers to each sample for each judge. Start from any point on the table of random
numbers and use three digits for each number. Never use numbers that may have meaning to the judges (i.e., 13, 666, 911).
Write the random numbers on the master sheet, one for each sample for each judge (use blue or black pen, indicated in
italics in Fig. 3.8). An occasional duplicate of a number may be found on a random number table. If so, skip the duplicate
number.

d. Determine order of sample presentation. Using a table of random permutations, numbers are read from top to bottom
within a column. Use only numbers corresponding to the number of samples being tested (i.e., for four samples: use only
numbers 1, 2, 3, and 4; read the numbers in the order they appear). Write the number (with a red pen, indicated in bold in
Fig. 3.7) in the upper right-hand corner of each square on the master sheet. This indicates the order in which each sample is
presented to each judge. In the example, the first sample is served fourth, the second sample is served first, etc. for judge 1.

2. Write the random codes on the sample containers. Use the random code numbers which are written on the master sheet. Code
numbers on sample containers should match the appropriate code number on the master sheet. If there are enough people
working together, this can be done as random numbers are recorded on the master sheet.

3. Prepare score sheet. Fill in the date, the judge number, and the random code numbers in the sequence in which the samples are
to be evaluated (as indicated by random permutations).

4. Prepare samples.

a. Prepare an organized arrangement for portioning samples. A simple method is to make a master sheet template with
sufficient space for the sample containers to be placed in the squares. This template may be made out of any large paper or
available substitute. Allowing a 3 in. square for each sample is suggested, however, this will vary depending on the sample
container itself.

b. Assemble sample containers on template. Once all the containers are placed on the template it should be identical to the
master sheet.

c. Portion samples into containers.

5. Assemble samples for each judge on a tray in the sequence that they are to be evaluated. Also, place the score sheet on the tray
and water for rinsing the palate. Double check serving order.

6. Serve samples to judges for evaluations.

7. Decode score sheet on the master sheet. When judges are asked to rate only one attribute a blank column is left between
columns of random code numbers. When asked to rate more than one term more blank columns (one column for each terms
rated) should be left. These columns provide space for recording judge scores after completion of the test. (Use a pen, never
use pencil on master sheets or score sheets). In this way, decoding is simple and orderly.

8. Analyze the data.

mishandled. Panelists may drop out before complet-
ing the test sequence. Participants may not correctly

priorities rather than cutting the power of the test (see
Appendix E for power issues). There is no point in per-

forming a study that is inadequate in answering the
major test objectives. If it is not possible to design
an adequate study, the specialist must ask for more
resources.

Next, the sensory specialist should meticulously
scrutinize the study step by step. The idea is to ask
questions at each point about the worst possible sce-
nario and how the study could be improved to min-
imize these contingencies. Sensory studies are more
complex than they appear at first glance and the poten-
tial for complications and mistakes is always present.
Samples may be lost, contaminated, or otherwise

follow the test protocol or they may misunderstand
instructions. Technical personnel can make mistakes
in serving order sequences. Unwanted fluctuations in
sample temperature or other conditions may enter the
picture. Most of these problems can be eliminated or
minimized in a well-designed test.

Once the study has been redesigned it is a good idea
to write down a ‘“skeleton” statistical analysis. This
will give the specialist a good idea about the degrees
of freedom associated with significance tests. It is also
helpful to sketch out potential figures and tables that
will be used in the final report.
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Permutation numbers (Perm #) AB=1 Permutation numbers (Perm #) RAAB=1
BA=2 RABA=2
RpAB=3
RgBA =4
Judge Perm. A B
#
Judge Perm. Ra Rp A B
1 2 1692 5071 #
2 1 2121 194* 1 4 R' | 35573 4852
3 1 9621 644* 2 1 R! 636* 6843
4 2 2732 693! 3 2 R 3253 238>
Etc. 4 3 R! 401% 1593
etc.
Fig. 3.3 Example of a master sheet for a paired preferencetest. | | | | | |

Permutation numbers (Perm #) RaAB=1

RABA=2
Judge Perm. Ra A B
#
1 1 R 5571 4852
2 2 R 636* 6841
3 1 R 3251 238*
4 2 R 4017 159!
etc.

Fig. 3.4 Example of a master sheet for a constant reference
duo-trio test.

3.4.2 Design and Treatment Structures

We like to use description of the experimental design
elucidated by Milliken and Johnson (1984). These
authors divided experimental design into two basic
structures, namely treatment structure and design
structure. They describe the treatment structure as set
of samples or treatments that the client(s) selected
to study in the specific project. The design structure

Fig. 3.5 Example of a master sheet for a balanced reference
duo—trio test.

Permutation numbers (Perm#) BAA=1 BBA=4
ABA=2 BAB=5
AAB=3 ABB=6
Judge Perm. A A B B
#
1 5 4952 | 926! 1833
2 4 2923 899! 854*
3 2 7971 630° | 3152
4 3 8881 566 | 9813
5 1 267* 531% | 469!
6 6 201' | 2392 8273
etc..

Fig. 3.6 Example of a master sheet for a triangle test.

is defined by sensory specialists when they group
experimental units into blocks. These two structures
are linked by the randomization performed by the



3 Principles of Good Practice

70
Judge Scrod Cod Tuna Hake
1 909* 6233 703* 903!
2 690" 558% 5783 383*
3 6943 3731 6934 290*
4 890? 763* 7871 661°
etc.

Fig. 3.7 Example of a master sheet for a rating, ranking of
hedonic test.

sensory specialist prior to the study and together they
make up the experimental design of the study. The
sensory specialist should let treatment structure dic-
tate neither a poor design structure nor a favorite or
frequently used design structure affect the selection of
treatments.

3.4.2.1 Design Structures
Completely Randomized Design (CRD)

In this design all the samples are randomly assigned
to all the panelists. Most of the experimental designs
associated with sensory studies are performed to avoid
or minimize artifacts due to order of sample presenta-
tion. The simplest solution to this problem is to make
sure that the sample presentation order is completely
randomized across all panelists. This technique works
quite well in situations where the number of samples is
small and all samples can be evaluated by all panelists
in a single session. CRD is the ideal design for a central
location consumer test where each panelist evaluates
each sample. For example, in a mall intercept, test pan-
elists are asked to express their degree of liking for
each of four cola products. Each panelist receives the
four colas in a randomly assigned sequence.

CRD designs also include random assignment of
products to people where each individual only sees
one product. These so-called consumer monadic tests
are common in consumer field studies. These are also
called between-groups comparisons since there are

different groups of people evaluating each product.
The product group forms a block. An example would
be a study with three versions of a product. The total
consumer group is divided into three subgroups with
people randomly assigned to a group. Each group tests
one product, then fills out a questionnaire. Justification
for monadic designs arises when (1) the test would
be too time consuming or lengthy to have all peo-
ple evaluate all products; (2) the use of one product
would be likely to influence opinion of another; or
(3) the use of the product changes the environment,
person, or substrate. The last effect is common with
consumer products (e.g., floor wax, insecticide) and
personal care products (e.g., skin cream, hair condi-
tioner). Time pressure to complete a test might also
dictate a monadic design in consumer field work.

With trained analytical panels, the samples should
be evaluated in replicate (often triplicate) to ascertain
judge to judge variation. If the number of samples
is sufficiently small it may be possible to have each
panelist evaluate all samples in replicate in a single
session using CRD. However, this is often not possible
and then the sensory scientist would use a randomized
complete block design (RCBD).

Randomized Complete Block Design (RCBD)

In a randomized complete block design each treatment
(usually samples) is randomly assigned to each unit
(usually panelists) within each block (often sessions).
This design is frequently used when trained analytical
panelists cannot evaluate all samples in replicate in a
single session. In this case the best solution is to have
each panelist evaluate all samples in a single session
and then have them return for a subsequent session to
re-evaluate all the samples. An example is a descriptive
analysis study of six ice creams made with fat replac-
ers. In a single session the panelists can only evaluate
six samples. However, the samples should be evaluated
in triplicate. The panelists must attend three sessions
to evaluate all the samples in triplicate. In this study
the blocks are the sessions and the six samples are
randomized across those panelists within each block.

Incomplete Block Design

Incomplete block designs are used when there are too
many treatments in the experiment for the panelists to
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judge all samples in a single session (block). In this
case the panelists evaluate subsets of samples in indi-
vidual sessions. The objective may be for each panelist
to ultimately evaluate all samples often in replicate
or it may be that panelists only see a subset of sam-
ples. An example of the first type of incomplete block
design is the descriptive analysis of 13 vanilla samples
performed by one of the authors (Heymann, 1994).
The panelists could not evaluate all 13 samples in a
single session. We chose an incomplete block design
with four samples per block (session) and 13 blocks
(sessions) (plan 11.22, Cochran and Cox, 1957). At
the end of the study all the panelists had evaluated
each of the 13 vanillas four times. The second type
of incomplete block design is often used in consumer
studies where the purpose is to screen flavor or fra-
grance candidates from a large pool of potential flavors
or fragrances. For example, there may be twenty eight
possible fragrances for a new floor wax, but due to
the fatiguing nature of the fragrances consumers can-
not rate their liking for more than four fragrances
in a session. By choosing the appropriate incomplete
block design (plan 11.38, Cochran and Cox, 1957)
63 groups of nine consumers would evaluate four fra-
grances in a screening test to pick the most liked
fragrances.

3.4.2.2 Treatment Structures
One-Way Treatment Structure

In this case a set of treatments (samples) are chosen
without assuming a relationship among the treatments.
In sensory studies this occurs when a product set is
chosen from among the brands on the market. In these
cases there is no assumption the product made by one
company is related to that from another company. For
example, in a study of the sensory characteristics of
black tea, the sensory specialist may choose four black
teas, one made by each of four nationally known com-
panies. The one-way treatment structure for this study
then has four samples that are not related to each other
in any way except that they are national brands of tea.

Two-Way Treatment Structure

For two-way treatment structures a set of samples are
created by combining levels of two different types of

treatments. In the sensory setting one may choose a
product set from among the brands on the market and
then each of these products is prepared in two dif-
ferent ways prior to sensory evaluation. For example,
to return to the tea example used above, the sensory
specialist decides to evaluate the teas as a hot bev-
erage and as an iced tea. The treatment structure for
this study is then two way with a total of eight treat-
ments (four teas at two temperatures). Two-way treat-
ment structures are also known as factorial treatment
structures.

Other Treatment Structures

Many other possible treatment structures exist and are
used in sensory studies. Examples include fractional
factorial structures, a one-way structure of controls
combined with a two-way factorial arrangement treat-
ment structure. Split-plot and repeated measures exper-
imental designs are created from incomplete block
design structures and factorial arrangement treatment
structures with two or more types of treatments. In
a simple split-plot experimental design there are two
sizes of experimental units and the treatments can be
applied to differently sized experimental units by ran-
domization. An example would be the following: each
of six varieties of potatoes is grown in three rows, ran-
domly assigned, in a field; the potatoes are harvested
and the potatoes from each row are kept in separate
containers. The potatoes are the cooked, using three
cooking techniques. Each container is split into three
batches and randomly assigned a cooking procedure.
The cooked potatoes are evaluated by a descriptive
analysis panel for texture. In this case the experimental
unit to evaluate variety is the row and the experimen-
tal unit to evaluate the cooking procedure is the batch
(Milliken and Johnson (2004).

A simple repeated measures designs is similar to a
simple split-plot designs in terms of the two sizes of
experimental units but the levels of at least one treat-
ment (usually time) cannot be randomly assigned. For
example, broccoli is harvested and randomly assigned
to be packaged in four different packaging materi-
als. The packages are stored and a sensory descriptive
panel evaluates the samples daily in triplicate over
a 2-week period. In this case the one experimen-
tal unit is the packaging type and the other is time
(daily).
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The following are some of the textbooks with
numerous examples of more complex treatment struc-
tures: Milliken and Johnson (1984), Cochran and Cox
(1957), Petersen (1985).

3.4.2.3 Randomization

The setting up instructions in Tables 3.2 and 3.3 only
indicate how sample order may be randomized. It is
usually better to also ensure that sample order is coun-
terbalanced, as far as possible. When sample order
is counterbalanced each serving sequence occurs an
equal number of times. To determine if a specific mas-
ter sheet is counterbalanced, one must determine the
number of times each serving sequence appears. In
a fully counterbalanced design all potential serving
sequences will occur an equal number of times. It is
possible to use specially designed serving sequences
allowing the sensory scientist to not only have com-
pletely counterbalanced designs but also have serv-
ing sequences that are completely balanced. In other
words, every sample is preceded by every other sam-
ple an equal number of times (MacFie et al., 1989;
Wakeling and MacFie, 1995). These designs are espe-
cially helpful when the possibility of carry-over effects
between samples exist (Muir and Hunter, 1991/1992;
Schlich 1993; Williams and Arnold, 1991/1992). They
are also helpful as “insurance” against carry-over
effects, since their use allows one to determine carry-
over effects post hoc.

Randomization of presentation orders is required
for statistical validity but it is also important due to pre-
sentation order effects, specifically, first-position order
effects. Position order effects occur when the percep-
tion of the sample is affected by the position in the
presentation sequence that the sample is assessed at.
In other words, the first sample is perceived differently
than subsequent samples, solely due to its position in
the line-up. This so-called first-position effect is quite
strong (especially in consumer studies) and the sen-
sory scientist should attempt to mitigate the effect.
Randomization with each sample in the first posi-
tion an equal number of times decreases the effect by
spreading it across all samples. A better solution is
to serve a dummy sample first followed by the true
samples—in this case the panelists are told that they
would be served say five samples, but unbeknownst
to them the first sample is a dummy and samples two

through five are the actual samples. There also seems
to be a small but persistent final sample effect.

3.5 Panelist Considerations

3.5.1 Incentives

Some incentive to participate in a sensory study is
usually necessary in order to motivate people to volun-
teer. Sensory specialists should not expect automatic
agreement of a person when they are asked to be on
a panel and should be realistic about the benefits for
that person. “What is in it for me?” is a reasonable
question that sensory panel leaders should be ready to
answer. In academic settings the days of ordering grad-
uate students to participate are long gone. Likewise,
in industry, sensory panel participation should be a
volunteer activity. If it is required as a condition of
employment (this is not recommended, except in the
case noted below), the nature of the participation and
the testing must be spelled out at length during the
interviews and hiring process, otherwise the voluntary
nature of participation is violated.

A guideline for motivating participation is the con-
cept of the token incentive. By “token” we mean that
the incentive is just enough to get the person to partici-
pate in the evaluation, but not so much that it is the sole
reason for the participation. Obviously, if people are
paid a great deal they will do just about anything, but
an overpaid individual may have little or no motivation
to concentrate and work during the evaluation sessions.
In other words, they are just “in it for the money.” The
importance of the token incentive, payment or reward
is different in different testing situations. In consumer
work, where there is little or no loyalty, commitment or
long-term interest in the testing program, the payment
is of primary concern. For employees, students, or aca-
demic staff who participate in a sensory test, there are
other reasons to become involved, such as positive feel-
ings from helping out in the testing program. In some
cases and in some cultures, the sense of social respon-
sibility or support for the group effort may be strong
enough so that the tokens may be quite minimal.

Common token incentives include snacks or
“treats.” This can serve as a social or coffee-break time
for employees or staff and the opportunity for social
interaction may itself become a motivating factor.
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Small gifts for repeated testing and free company
products are also common incentives. For very high
levels of participation, larger gifts or social activities
such as a luncheon or a holiday party can recognize
the contributions of regular participants. One of us
and at least one company that we know of uses a raf-
fle system to entice panelists to attend. An entry is
made after each test session. The more tests a person
attends the better the chance of winning a prize. This
system works well as long as the winners are rotated
(you cannot win 2 months in a row) and the sensory
professionals themselves are not eligible.

One of the most important incentives for participa-
tion is management recognition. When management
acknowledges participation in sensory panels as an
important contribution to the research effort, recruiting
panelists become a great deal easier. Support for sen-
sory evaluation must extend through all levels of man-
agement. If only top management supports sensory
panel participation, the support quickly becomes “lip
service.” Supervisors may resent the time employee
panelists may spend away from their main job. Thus,
it is important to get the cooperation and support of the
panelist’s direct supervisor as well as all those higher
up. An enlightened management will recognize that
sensory panel participation enhances job skills, pro-
vides a broader motivation for project success, and can
serve as a welcome break from routine activities that
may enhance overall job performance. It is the job of
the sensory professionals to communicate these ben-
efits and to secure management support and to make
sure that the supporting attitudes are made known to
all potential panelists.

In some companies descriptive panel members are
actually additional part-time employees. In this case
these employees’ only job description is to be panel
members. If a sensory specialist decides to employ
such descriptive panelists, there must be enough work
to keep the panel busy on an ongoing basis. During
slow times the panelists may work on re-training exer-
cises or they may be laid off (not a good way to keep
the panelists motivated).

3.5.2 Use of Human Subjects

Sensory specialists should be very aware of the health
and safety of their panelists. These panelists are human

subjects and the specialist should know and follow the
guidelines that constrain the use of human subjects.
The basis for the guidelines associated with the use of
human subjects is the Nuremberg Code of Ethics in
Medical Research (United States v. Karl Brandt et al.,
1949) and the declaration of Helsinki (Morris, 1966).
These guidelines principally state the following:

(1) It is essential the subjects give voluntary consent
to participation.

(2) The subject should have the legal capacity to give
the consent.

(3) The subject should be able to exercise free power
of choice about participating in the study.

(4) The study should yield fruitful results for the good
of society.

(5) The researchers should protect the rights and wel-
fare of all the subjects.

(6) The researchers must ensure that the risks to the
subjects associated with the study do not outweigh
either the potential benefits to the participants or
the expected value of the knowledge sought to
society.

(7) Above all, the researchers must ensure that each
person participating in the study had the right
of adequate and informed consent without undue
duress.

In legal language, most sensory studies pose no risk
“above the ordinary risks of daily life.” This includes
any inherent risks associated with an individual’s cho-
sen occupation (the risks of being an astronaut are
greater than those of a college professor). In gen-
eral, in the United States, sensory testing of foods are
often exempt from human subjects oversight scrutiny
under the Federal Register (CFR 56:117 § A7 28102).
The subjects may be at increased risk if the research
plan deviates from the application of accepted and
established methods. Physical risks may sometimes be
present. For example, food ingredients and additives
are sometimes tested during the product development
cycle before these ingredients have achieved govern-
ment approval such as the “generally recognized as
safe” (GRAS) list in the United States. Employees who
are asked to participate in such tests should be told of
all possible risks and as always, participation should be
voluntary. Additionally, sensory specialists should be
sensitive to psychological risks such as embarrassment
when mistakes are made. If panel results are published,
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shown or otherwise made available, as in some panelist
training and monitoring situations, care must be taken
to protect the feelings and, if possible, the identity of
the outliers in the data.

In academic settings in the United States, all
studies involving human subjects must be reviewed
and approved by the particular institution’s Human
Subjects’ Institutional Review Board (Belmont Report,
1979; Edgar and Rothman, 1995). In industrial set-
tings this is not required. However, the ethical sensory
specialist will adhere to the principles associated with
responsible research involving human subjects (Sieber,
1992).

3.5.3 Panelist Recruitment

The sensory specialist must make sure that the people
who are recruited know what is expected of them dur-
ing the study. It is best to view their participation in
the study as a contractual relationship. As much infor-
mation as possible about time commitment and the
product categories should be available to the potential
panelists before they commit to the project. Panelists
must also be told clearly what they may expect to gain
from the study, such as daily treats, money. In most set-
tings, the sensory specialist must be sure that panelists
have approval from their supervisors to participate.
Additionally, in academic settings in the United States,
depending on the specific institution’s Human Subjects
Institutional Review Board, the sensory specialist may
also need to make sure that each panelist voluntarily
signs an informed consent form prior to participation
in the study.

3.5.4 Panelist Selection and Screening

For certain product categories it may be necessary to
have the panelists undergo a medical screening prior
to participating in the sensory study. Additionally, the
sensory specialist may need to screen the sensory acu-
ity of the potential panelists. However, the specialist
should allow some leeway in the sensory deficiencies
of the potential panelists. Some people may be very
discriminating in general, but have one or two prob-
lem areas. Also, many average panelists will improve

markedly with training. Therefore it is not necessary
to have only the most highly discriminating panelists
at the outset of training.

To screen for panelists the sensory scientist should
create a battery of tests that are appropriate to the prod-
ucts to be evaluated and the general tasks required of
the panelists. If the panelists are only going to be doing
discrimination testing then the screening tests should
only involve discrimination tasks. On the other hand,
if the panelists are going to do scaling tasks then the
screening tests may involve both discrimination and
scaling tasks. The key to screening, however, is not to
over-test panelists before performing true product eval-
uations. Too many screening tests could decrease the
panelists’ enthusiasm and motivation when it comes
time to do “real” products. Judicious decisions related
to the amount of screening needed for a specific study
are important.

3.5.4.1 Examples of Screening Tests

The sensory scientist can create a series of discrimi-
nation tests differing in difficulty. In other words, the
sensory scientist creates a series of product formula-
tions that are more and more difficult to tell apart.
Jellinek (1985) discusses how to select panelists using
an extensive training course. She required the panelist
to meet a stringent series of minimum requirements,
before the panelist will be allowed to participate in sen-
sory evaluation studies. These are generally applicable
to a broad range of food testing. If the sensory program
is more limited in scope, a series of tests may focus
on the specific attributes to be encountered in the food
products to be tested.

Additionally, it is helpful during panel screening
to determine whether the panelist can discriminate
the key ingredient flavors and the possible taints (off-
flavors) in the product. It is possible to ask the pan-
elists to rank order the intensity of the key ingredient
flavors in the product or to rank order increasing
levels of taints in the product. Panelists could also
be asked to use multiple choice tests to describe
aroma, flavor, and mouthfeel characteristics of the
products. The sensory specialist can use these data
to determine the extent of panel training. Such test-
ing may illuminate areas needing additional work or
identify panelists requiring special consideration and
training.
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If possible, the sensory specialist should recruit
two to three times as many persons as needed for
the panel. Then rank the panelists’ performance on
several screening test measures and invite the top per-
formers to participate in the actual panel. A sensory
specialist must be very tactful when potential pan-
elists are told that their services will not be needed.
When the panelists are informed of their performance
on the screening tests, the specialist should use gen-
eral labels, all of which should be positive in con-
notation. For example, the group could be divided
into good smellers, very good smellers, and excellent
smellers, rather than describing groups by using adjec-
tives like “bad” or “poor.” It is necessary to be very
diplomatic and very careful not to insult people. All
potential panelists must be made to feel appreciated,
even if they were not invited to participate at this time
since they may be recruited for a different study at a
later time.

Records of all screening tests should be kept to
compare future performance of these and new pan-
elists. It is very possible that the performance of some
panelists will improve over time and that of others
will get worse. The specialist should plan from the
beginning what to do about panel attrition because it
will occur. The decision must be made whether pan-
elists will be trained and added over time or whether
the final panel size will be smaller than originally
planned.

The most important fact to remember is that good
panelists are not born but they can be created through
the hard work of the panelist and the sensory special-
ist. Most individuals of average sensory activity can be
trained to a level of very high, reliable, and accurate
sensory evaluation performance.

3.5.5 Training of Panelists

The amount of training required is dependent on the
task and the level of sensory acuity desired. For most
descriptive tests extensive and in-depth training is nec-
essary (see Chapter 10). For many discrimination tests,
only minimal training is involved. In these cases the
panelists are oriented to the task and that is the extent
of the training (see Chapter 4).

During the training phase, especially for descriptive
panels, the sensory specialist must make the panelists

realize sensory work is difficult and requires attention
and concentration. During extensive training sessions
it is helpful if the panel develops an esprit de corps
and this can be facilitated during training by having
the panelists work as a team. As mentioned earlier,
panelists are easier to train and likely to remain more
motivated during the entire study if they feel that the
sensory work done by them is valued by management.
Attrition and turnover on panels are a factor in all set-
tings. The sensory specialist must plan for this from
the first day of recruitment. It is sometimes possible for
new trainees to work with experienced panelists, such
as people who had been trained for another product
category.

3.5.6 Panelist Performance Assessment

The performance of trained panelists used over long
periods of time may fluctuate, as the panelists become
more or less motivated to participate and to concentrate
on the task at hand during evaluation sessions. Also if
people do not participate for awhile due to transfers,
vacations, leaves-of-absence, etc., their performance
may deteriorate and require re-training. Many compa-
nies have panelist assessment and reporting programs
in place. These can be as simple as plotting the scores
given by each panelist against the mean scores for the
panel or as elaborate as using multiple assessment pro-
grams like those described by Sinesio et al. (1990),
Naes and Solheim (1991), Mangan (1992), and Schlich
(1996). The Panel Check program (available for free
from the European Sensory Network (ESN) website)
incorporates most of the above assessment programs
in a single simple-to-use software package. We will
revisit this issue in Chapter 10.

3.6 Tabulation and Analysis
3.6.1 Data Entry Systems

With the decrease in costs associated with personal
computers a number of data entry systems have
become very readily available. In this section we are
not going to compare the systems currently available,
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since these would be obsolete within a few years. We
are, however, going to list some principles that should
be kept in mind when sensory specialists explore
the feasibility of different data entry systems in their
facility.

1. The limitations of the computer system should not
dictate the form of the test. Before purchasing a sys-
tem the sensory specialists should be sure that all
the tests used in their situation can be programmed
with the specific software system.

2. Purchasing online computerized systems requires a
careful evaluation of cost-savings in terms of tech-
nician time and data entry time “by hand” and the
pay-back time versus the overall cost of the system
as well as the time needed to become comfortable
with using the system.

3. In most situations the testing volume is the pri-
mary determinant of the need for automation
or direct online entry. In situations where small
volumes of many different types of tests are
performed, a computerized system may also be
useful.

4. The sensory specialist should be aware that less
expensive alternatives to online data entry exist: the
use of digitizing to enter data or the use of optical
scanning.

5. The advantages of computerization of the sensory
booth include

(a) the speed of receiving test results

(b) aready interface between the data entry system
and statistical and graphing programs

(c) a reduction in the errors involved in data entry
(“key punching”)

6. Disadvantages include

(a) consumers may be unfamiliar with computers
and ill-at-ease with using the system. Their con-
centration may shift to the response system
rather than the products

(b) errors in use may go undetected if data
are analyzed “automatically,” e.g., without
inspection

(c) computer programs may not be flexible enough
to handle variation in experimental designs or
requirements for specific scale types

3.7 Conclusion

In many ways the good practice techniques associated
with sensory testing are based on common sense. Many
of the coding and setting up practices seem very cum-
bersome at first glance, but the goal is to insure that
the specialist always, at all times, knows which sam-
ple is in which coded container, because inevitably
at some point in a study a sample will be spilled.
Sensory specialists should continually ask themselves
whether a specific serving container, serving proce-
dure, panelists’ recruitment method seem logical and
sensible.

Additionally, the use of good practice techniques
improves the quality of the tests performed and this
in turn will instill client confidence which ultimately
leads to increased management respect for the results
of sensory tests.
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Chapter 4

Discrimination Testing

Abstract Discrimination tests in most situations will only allow the sensory
specialist to determine that two products perceptibly differ from one another or not.
In this chapter we describe the more familiar discrimination tests such as paired com-
parison, duo—trio, triangle, dual standard, and A-not-A, as well as less used tests such
as ABX and sorting tests. Data analysis techniques for these tests are described in
detail (binomial, chi-square, z-, and beta-binomial distributions). Additionally, we
begin the discussion of the effect of statistical power in sensory tests—this is further
discussed in Chapter 5 and the Appendix of the book. The need for replication in
sensory discrimination tests and the analysis of these data are discussed. Lastly, we
discuss the need for warm-up samples in certain situations and well as some common
issues arising from the interpretation of the results of sensory discrimination tests.

Chance favors only those who knows how to court her.
—Charles Nicolle
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not want the consumer to perceive a difference in the
product. A properly executed discrimination test with
sufficient power indicating that the two ice cream for-
mulations are not perceptibly different would allow the
company to make the substitution with lowered risk.
This is an ideal use of sensory discrimination test-
ing. Discrimination testing may also be used when a
processing change is made which the processor hopes
would not affect the sensory characteristics of the
product. In both of these cases the objective of the dis-
crimination test is not to reject the null hypothesis, this
is also known as similarity testing.

However, when a company reformulates a product
to make a “new, improved” version then the discrim-
ination test could be used to indicate that the two
formulations are perceived to be different. In this case
the objective of the discrimination is to reject the null
hypothesis. If the data indicate that the two formula-
tions are perceptibly different then the sensory scientist
has to do a test that would indicate that the “new” for-
mulation is perceived to be an improvement by the
targeted consumer (see Chapters 13—15).

If the difference between the samples is very large
and thus obvious, discrimination tests are not useful. If
preliminary bench testing indicates that the two sam-
ples will be perceptibly different to all panelists then
these discrimination tests should not be used. In such
cases it may be useful to do scaling techniques to indi-
cate the exact magnitude of the difference between the
samples (see Chapter 7). In other words, discrimination
testing is most useful when the differences between the
samples are subtle. However, these subtle differences
make the risk of Type II errors more likely (see later in
this chapter and Appendix E).

Discrimination tests are usually performed when
there are only two samples. It is possible to do multiple
difference tests to compare more than two products but
this is not efficient or statistically defensible. Usually
ranking or scaling techniques will prove to be more
effective (see Chapter 7).

There are a number of different discrimination tests
available including triangle tests, duo-trio tests, paired
comparison tests, n-alternative forced choice tests,
tetrad tests (Frijters, 1984), polygonal and polyhedral
tests (Basker, 1980). In Chapter 1, we briefly out-
lined the history associated with the triangle, duo-trio,
and paired comparison tests. In the following section
the more usual discrimination tests and their uses are
described in more detail.

4.2 Types of Discrimination Tests

See Table 4.1 for a summary of the types of available
discrimination tests and Table 4.2 for the process of
doing a discrimination test.

4.2.1 Paired Comparison Tests

There are two analytical sensory forms of this test,
namely the directional paired comparison (also known
as the two-alternative forced choice) test and the dif-
ference paired comparison (also known as the simple
difference or the same/different) test. The decision to
use one or the other form is dependent on the objec-
tive of the study. If the sensory scientist knows that the
two samples differ only in a specific sensory attribute
then the two-alternative forced choice (2-AFC) method
is used. In fact, as we will discuss in Chapter 5, it
is always more efficient and powerful to use a direc-
tional paired comparison test specifying the sensory
attribute in which the samples differ (if known) than
to ask the panelists to identify the different sample. On
the other hand, if the sensory scientist does not know
in which sensory attribute(s) the samples differ than
other techniques, such as the difference paired compar-
ison must be employed, despite the subsequent loss of
power.

For both paired comparison methods the proba-
bility of selection of a specific product, by chance
alone (guessing), is one chance in two. However, as
explained in Chapter 5 the situation is a little fuzzier
for the same/different test where the probability is
affected by the individual panelist’s decision criterion.
In both cases the null hypothesis states that in the long
run (across all possible replications and samples of
people) when the underlying population cannot dis-
criminate between the samples they will pick each
product an equal number of times. Thus the probabil-
ity of the null hypothesis is Ppc = 0.5. Remember that
Py, the proportion that we are making an inference (a
conclusion) about, refers to the proportion we would
see correct in the underlying population (and not the
proportion correct in our sample or the data). That is
why statistical hypothesis testing is part of inferential
statistics. What the null hypothesis states in mathe-
matical terms can also be verbalized as follows: If the
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Table 4.1 Types of available discrimination tests
Samples: Chance
Class of test ~ Test inspection phase  Samples: test phase Task/instructions probability
Oddity Triangle (None) A,A’,B (or A, B,B) Choose the most different 1/3
sample
Matching Constant reference Ref-A A,B Match sample to reference  1/2
duo—trio
Balanced reference Ref-A, Ref-B A,B Match sample to reference  1/2
duo-trio
ABX Ref-A, Ref-B A (or B) Match sample to reference  1/2
Dual standard Ref-A, Ref-B A,B Match both pairs 12
Forced choice Paired comparison (None) A,B Choose sample with most 172
of specified attribute
3-AFC (None) A, A’ B (Same) 1/3
n-AFC (None) A1—A,—1,B (Same) 1/n
Dual pair (None) A,Band A, A/ Choose A, B (different pair) 1/2
Sorting Two out of five (None) A,A',B,B,B” Sort into two groups 1/10
4/8 “Harris—Kalmus” (None) A;—A4, B —By Sort into two groups 1/70
Yes/no Same—different (None) Pairs: A, A’ or A, B Choose response: “Same” N/A?
or “different”
(Response A, not-A Ref-A AorB Choose response: “A” or N/A?
choice) “not-A”

#For the yes/no tests, a criterion may be set by each individual and therefore the probability may not be equal to 1/2. See Chapter 5
for further discussion of criterion in yes/no tasks

Table 4.2 Steps in conducting a difference test

1.

—_ =
— O O 0 N LB W

Obtain samples and confirm test purpose, details, timetable, and panelists’ training (e.g., training with the
process) with client.

. Decide testing conditions (sample size, volume, temperature, etc.) and clear with client.
. Write instructions to the panelists and construct ballot.

. Recruit potential panelists.

. Screen panelists for acuity.

. Train to do specific difference test (can use colors or shapes or spiked samples).

. Set up counterbalanced orders.

. Assign random three-digit codes and label sample cups/plates.

. Conduct test.

. Analyze results.

. Communicate results to client or end user.

underlying population cannot discriminate between the
samples then the probability of choosing sample A
(that is the Pp) is equal to the probability of choosing
sample B (Pp). Mathematically, this may be written as

1
Hy:Py=Pp = “.1)

However, as we will see the verbal forms of the
alternate hypotheses for the two paired comparison
tests differ.

4.2.1.1 Directional Paired Comparison Method
(or the Two-Alternative Forced-Choice
Method)

In this case, the experimenter wants to determine
whether the two samples differ in a specified dimen-
sion, such as sweetness, yellowness, crispness. The
two samples are presented to the panelist simultane-
ously and the panelist is asked to identify the sam-
ple that is higher in the specified sensory attribute.
Figure 4.1 shows a sample score sheet. The panelist
must clearly understand what the sensory specialist
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Fig. 4.1 Example of a
directional paired comparison
(2-AFC) score sheet.

Date
Name

Please rinse your mouth with water before starting. There are two samples in each of the two
paired comparison sets for you to evaluate. Taste each of the coded samples in the set in the
sequence presented, from left to right, beginning with Set 1. Take the entire sample in your
mouth. NO RETASTING. Within each pair, circle the number of the sweeter sample. Rinse with
water between samples and expectorate all samples and water. Then proceed to the next set and

repeat the tasting sequence.
Set
1

2

means by the specified dimension and the panelist
should therefore be trained to identify the specified
sensory attribute. The panelist should also be trained to
perform the task as described by the score sheet. The
directional paired comparison test has two possible
serving sequences (AB, BA). These sequences should
be randomized across panelists with an equal num-
ber of panelists receiving either sample A or sample
B first.

The test is one tailed since the experimenter knows
which sample is supposed to be higher in the spec-
ified dimension. The alternative hypothesis for the
directional paired comparison test is that if the under-
lying population can discriminate between the samples
based on the specified sensory attribute then the sam-
ple higher in the specified dimension (say A) will be
chosen more often as higher in intensity of the spec-
ified dimension than the other sample (say B), this is
Ppc. Mathematically this may be written as Eq. (4.2)

Hp @ Ppe > % 4.2)

The results of the paired directional (2-AFC)
test indicate the direction of the specified difference
between the two samples. The sensory specialist must
be sure that the two samples only differ in the single
specified sensory dimension. This is often a problem
with sensory discrimination testing of foods because
changing one parameter frequently affects many other
sensory attributes of the products. For example, remov-
ing some of the sugar from a sponge cake will likely
make the cake less sweet but it would also affect the
texture and the browning of the cake. In this case
the directional paired comparison would not be an
appropriate discrimination test to use.

4.2.1.2 Difference Paired Comparison (or the
Simple Difference Test or the
Same/Different Test)

This technique is similar to the triangle and duo—trio
tests but it is not often used. It is best used, instead
of the triangle or duo—trio test, when the product has
a lingering effect or is in short supply and the pre-
sentation of three samples simultaneously would not
be feasible (Meilgaard et al., 2006). In this case, the
experimenter wants to determine whether the two sam-
ples differ without specifying the dimension(s) of the
potential difference. An example would be if the study
involves two sponge cakes, identical in formulation,
except for the amount of sugar used. It is likely that the
two cakes will differ in sweetness but probably also in
texture and crust color.

The panelists are presented simultaneously with the
two samples and are asked whether they perceive the
samples to be the same or different. See Fig. 4.2 for a
sample score sheet. The panelists only need to compare
the two samples and decide whether they are simi-
lar or different. Humans easily make these types of
comparisons and thus the task is relatively easy for
the panelists. Thus, the panelists must be trained to
understand the task as described by the score sheet
but they need not be trained to evaluate specified
sensory dimensions. The difference paired compari-
son method has four possible serving sequences (AA,
BB, AB, BA). These sequences should be randomized
across panelists with each sequence appearing an equal
number of times.

The test is one tailed since the experimenter knows
the correct answer to the question asked of each of
the panelists, i.e., whether the two samples served to a
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Fig. 4.2 Example of a
difference paired comparison
score sheet.

Date
Name

Please rinse your mouth with water before starting. There are two samples in each of the two
paired comparison sets for you to evaluate. Taste each of the coded samples in the set in the
sequence presented, from left to right, beginning with Set 1. Take the entire sample in your
mouth. NO RETASTING. Are the samples within each set the same or different? Circle the
corresponding word. Rinse with water between samples and expectorate all samples and water.
Then proceed to the next set and repeat the tasting sequence.

Set

specific panelists were the same or different. The alter-
native hypothesis for the difference paired comparison
test states that the samples are perceptibly different
and that the population will correctly indicate that the
samples are the same or different more frequently than
50% of the time. The mathematical form is

1
HA:PPC>§

4.3)

The verbal form of the alternative hypothesis is that
the population would be correct (saying that AB and
BA pairs are different and that AA and BB pairs are the
same) more than half the time. The results of the paired
difference test will only indicate whether the panelists
could significantly discriminate between the samples.
Unlike the paired directional test, no specification or
direction of difference is indicated. In other words, the
sensory scientist will only know that the samples are
perceptibly different but not in which attribute(s) the
samples differed. An alternative analysis is presented
in the Appendix to this chapter, where each panelist
sees an identical pair (AA or BB) and one test pair (AB
or BA) in randomized sequence.

SAME DIFFERENT

SAME DIFFERENT

4.2.2 Triangle Tests

In the triangle test, three samples are presented simul-
taneously to the panelists, two samples are from the
same formulation and one is from the different for-
mulation. Each panelist has to indicate either which
sample is the odd sample or which two samples are
most similar. The usual form of the score sheet asks
the panelist to indicate the odd sample. However, some
sensory specialists will ask the panelist to indicate the
pair of similar samples. It probably does not matter
which question is asked. However, the sensory spe-
cialist should not change the format when re-using
panelists since they will get confused. See Fig. 4.3 for
a sample score sheet. Similarly to the paired difference
test the panelist must be trained to understand the task
as described by the score sheet.

The null hypothesis for the triangle test states that
the long-run probability (P;) of making a correct selec-
tion when there is no perceptible difference between
the samples is one in three (Ho:P; = 1/3). The alter-
native hypothesis states that the probability that the
underlying population will make the correct decision

Date
Name
Set

Fig.4.3 Example of a
triangle score sheet.

Rinse your mouth with water before beginning. Expectorate the water into the container
provided. You received three coded samples. Two of these samples are the same and one is
different. Please taste the samples in the order presented, from left to right. Circle the number of
the sample that is different (odd). Rinse your mouth with water between samples and
expectorate all samples and the water.
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when they perceive a difference between the samples
will be larger than one in three.

1
Hy: Po> 5 (4.4)

This is a one-sided alternative hypothesis and the
test is one tailed. In this case there are six possible
serving orders (AAB, ABA, BAA, BBA, BAB, ABB)
which should be counterbalanced across all panelists.
As with the difference paired comparison, the trian-
gle test allows the sensory specialist to determine if
two samples are perceptibly different but the direc-
tion of the difference is not indicated by the triangle
test. Again, the sensory scientist will only know that
the samples are perceptibly different but not in which
attribute(s) the samples differed.

4.2.3 Duo-Trio Tests

In the duo—trio tests, the panelists also receive the three
samples simultaneously. One sample is marked refer-
ence and this sample is the same formulation as one of
the two coded samples. The panelists have to pick the
coded sample that is most similar to reference. The null
hypothesis states that the long-run probability (Pq;) of
the population making a correct selection when there is
no perceptible difference between the samples is one in
two (Hp: Pgx = 1/2). The alternate hypothesis is that if
there is a perceptible difference between the samples
the population would match the reference and the sam-
ple correctly more frequently than one in two times.

1
Hp : Py > 3 4.5)

Again, the panelists should be trained to perform the
task as described by the score sheet correctly. Duo—trio
tests allow the sensory specialist to determine if two
samples are perceptibly different but the direction of
the difference is not indicated by the duo—trio test. In
other words, the sensory scientist will only know that
the samples are perceptibly different but not in which
attribute(s) the samples differed.

There are two formats to the duo—trio test, namely
the constant reference duo-trio test and the balanced
reference duo—trio test. From the point of view of the
panelists the two formats of the duo—trio test are iden-
tical (see Figs. 4.4a and b), but to the sensory specialist
the two formats differ in the sample(s) used as the
reference.

4.2.3.1 Constant Reference Duo-Trio Test

In this case, all panelists receive the same sample
formulation as the reference. The constant reference
duo-trio test has two possible serving orders (Ra BA,
Ra AB) which should be counterbalanced across all
panelists. The constant reference duo—trio test seems
to be more sensitive especially if the panelists have
had prior experience with the product (Mitchell, 1956).
For example, if product X is the current formulation
(familiar to the panelists) and product Z is a new refor-
mulation then a constant reference duo—trio test with
product X as reference would be the method of choice.

4.2.3.2 Balanced Reference Duo-Trio Test

With the balanced reference duo-trio test half of
the panelists receive one sample formulation as the

Date
Name

Before starting please rinse your mouth with water and expectorate. There are three samples in
each of the two duo—trio sets for you to evaluate. In each set, one of the coded pairs is the same
as the reference. For each set taste the reference first. Then taste each of the coded samples in
the sequence presented, from left to right. Take the entire sample in your mouth. NO
RETASTING. Circle the number of the sample which is most similar to the reference. Do not
swallow any of the sample or the water. Expectorate into the container provided. Rinse your
mouth with water between sets 1 and 2.

Set
Fig.4.4a Example of a 1 Reference
constant reference duo—trio
score sheet. 2 Reference
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Fig. 4.4b Example of a
balanced reference duo—trio
score sheet.

Date
Name

Before starting please rinse your mouth with water and expectorate. There are three samples in
each of the two duo—trio sets for you to evaluate. In each set, one of the coded pairs is the same
as the reference. For each set taste the reference first. Then taste each of the coded samples in
the sequence presented, from left to right. Take the entire sample in your mouth. NO
RETASTING. Circle the number of the sample which is most similar to the reference. Do not
swallow any of the sample or the water. Expectorate into the container provided. Rinse your
mouth with water between sets 1 and 2.

Set
1 Reference
2 Reference

reference and the other half of the panelists receive
the other sample formulation as the reference. In this
case, there are four possible serving orders (Ry BA,
Ra AB, Rg AB, Rg BA) which should be counterbal-
anced across all panelists. This method is used when
both products are prototypes (unfamiliar to the pan-
elists) or when there is not a sufficient quantity of the
more familiar product to perform a constant reference
duo—trio test.

4.2.4 n-Alternative Forced Choice (n-AFC)
Methods

The statistical advantages and hypotheses associated
with and the uses of the n-AFC tests will be discussed
in detail in Chapter 5. As we have seen the 2-AFC
method is the familiar directional paired comparison
method. The three-alternative forced choice (3-AFC)
method is similar to a “directional” triangle method
where the panelists receive three samples simultane-
ously and are asked to indicate the sample(s) that
are higher or lower in a specified sensory dimension
(Frijters, 1979). In any specific 3-AFC study there are
only three possible serving orders (AAB, ABA, BAA
or BBA, BAB, ABB) that should be counterbalanced
across all panelists. As with the 2-AFC the specified
sensory dimension must be the only perceptible dimen-
sion in which the two samples may differ. The panelists
must be trained to identify the sensory dimension eval-
uated. They must also be trained to perform the task as
described by the score sheet (Fig. 4.5).

The three-alternative forced choice test will allow
the sensory scientist to determine if the two samples

differ in the specified dimension and which sample is
higher in perceived intensity of the specified attribute.
The danger is that other sensory changes will occur in
a food when one attribute is modified and these may
obscure the attribute in question. Another version of
the n-AFC asks panelists to pick out the weakest or
strongest in overall intensity, rather than in a specific
attribute. This is a very difficult task for panelists when
they are confronted with a complex food system.

4.2.5 A-Not-A tests

There are two types of A-not-A tests referenced in
the literature. The first and the more commonly used
version has a training phase with the two products
followed by monadic evaluation phase (Bi and Ennis,
2001a, b), we will call this the standard A-not-A test.
The second version is essentially a sequential paired
difference test or simple difference test (Stone and
Sidel, 2004), which we will call the alternate A-not-
A test. The alternate A-not-A test is not frequently
used. In the next section we will discuss the alternate
A-not-A test first since the statistical analysis for this
version is similar to that of the paired comparison dis-
crimination test. The statistical analyses for the various
standard A-not-A tests are based on a different the-
ory and somewhat more complex and will be discussed
later.

4.2.5.1 Alternate A-Not-A test

This is a sequential same/difference paired difference
test where the panelist receives and evaluates the first
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Fig. 4.5 Example of a
three-alternative forced choice
score sheet.

Date
Name

Please rinse your mouth with water before starting. There are three samples in the set for you to
valuate. Taste each of the coded samples in the set in the sequence presented, from left to right.
Take the entire sample in your mouth. NO RETASTING. Within the group of three, circle the
number of the sweeter sample. Rinse with water between samples and expectorate all samples

and water.

sample, that sample is then removed. Subsequently, the
panelist receives and evaluates the second sample. The
panelist is then asked to indicate whether the two sam-
ples were perceived to be the same or different. Since
the panelists do not have the samples available simulta-
neously they must mentally compare the two samples
and decide whether they are similar or different. Thus,
the panelists must be trained to understand the task
as described by the score sheet but they need not
be trained to evaluate specified sensory dimensions.
The alternate A-not-A test, like the difference paired
comparison method, has four serving sequences (AA,
BB, AB, BA). These sequences should be random-
ized across panelists with each sequence appearing an
equal number of times. The test is one tailed since the
experimenter knows the correct answer to the question
asked of the panelists namely whether the two sam-
ples are the same or different. The null hypothesis of
the alternate A-not-A test is the same as the difference
paired comparison null hypothesis (Ho: Ppc = 0.5).
The alternative hypothesis for this form of the A-not-A
test is that if the samples are perceptibly different the
population will correctly indicate that the samples are
the same or different more frequently than one in two
times. This alternative hypothesis is also the same as
that of the difference paired comparison test (Ha: Ppc
> 1/2).

The results of the A-not-A test only indicate
whether the panelists could significantly discriminate
between the samples when they are not presented
simultaneously. Like the paired difference test, no
direction of difference is indicated. In other words, the
sensory scientist will only know that the samples are
perceptibly different but not in which attribute(s) the
samples differed.

This version of the A-not-A test is frequently used
when the experimenter cannot make the two formu-
lations have exactly the same color or shape or size,
yet the color or shape or size of the samples are not

relevant to the objective of the study. However, the
differences in color or shape or size have to be very
subtle and only obvious when the samples are pre-
sented simultaneously. If the differences are not subtle
the panelists are likely to remember these and they
will make their decision based on these extraneous
differences.

4.2.5.2 Standard A-Not-A Test

Panelists inspect multiple examples of products that
are labeled “A” and usually also products that are
labeled “not-A.” Thus there is a learning period. Then
once the training period has been completed the pan-
elists receive samples one at a time and are asked
whether each one is either A or not-A. As discussed
by Bi and Ennis (2001a) the standard A-not-A test
potentially has four different designs. For the monadic
A-not-A test the panelist, after the training phase, is
presented with a single sample (either A or not-A). In
the paired A-not-A version the panelist, after comple-
tion of the training phase, is presented with a pair of
samples, sequentially (one A and one not-A, counter
balanced across panelists). In the replicated monadic
A-not-A version the panelist, after completion of train-
ing, receives a series of samples of either A or not-A
but not both. This version is rarely used in practice.
Lastly, in the replicated mixed A-not-A version the
panelist, after completion of training, receives a series
of A and not-A samples. Each of these different for-
mats requires different statistical models and using an
inappropriate model could lead to a misleading con-
clusion. As described by Bi and Ennis (2001a) “The
statistical models for the A-Not A method are different
from that of other discrimination methods such as the
m-AFC, the triangle, and the duo—trio methods.”
“Pearson’s and McNemar’s chi-square statistics
with one degree of freedom can be used for the
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standard A-Not A method while binomial tests based
on the proportion of correct responses can be used for
the m-AFC, the triangle, and the duo-trio methods.
The basic difference between the two types of differ-
ence tests is that the former involves a comparison of
two proportions (i.e., the proportion of “A” responses
for the A sample versus that for the Not A sample)
or testing independence of two variables (sample
and response) while the latter is a comparison of one
proportion with a fixed value (i.e., the proportion of
correct responses versus the guessing probability)”.
Articles by Bi and Ennis (2001a, b) clearly describe
data analysis methods for these tests.. Additionally, the
article by Brockhoff and Christensen (2009) describes
a R-package called SensR (http://www.cran.r-
project.org/package=sensR/) that may be used for the
data analyses of some Standard A-not-A tests. The
data analyses associated with the standard A-not-A
tests are beyond the scope of this textbook, but see the
Appendix of this chapter which shows the application
of the McNemar chi-square for a simple A-not-A test
where each panelist received one standard product (a
“true” example of A) and one test product. Each is
presented separately and a judgment is collected for
both products.

4.2.6 Sorting Methods

In sorting tests the panelists are given a series of sam-
ples and they are asked to sort them into two groups.
The sorting tests can be extremely fatiguing and are
not frequently used for taste and aroma sensory evalu-
ation but they are used when sensory specialists want
to determine if two samples are perceptibly different
in tactile or visual dimensions. The sorting tests are
statistically very efficient since the long-run probabil-
ity of the null hypotheses of the sorting tests can be
very small. For example, the null hypothesis of the
two-out-of-five test is 1 in 10 (Pys = 0.1) and for
the Harris—Kalmus test the null hypothesis is 1 in 70
(P43 = 0.0143). These tests are discussed below.

4.2.6.1 The Two-Out-of-Five Test

The panelists receive five samples and are asked to sort
the samples into two groups, one group should con-
tain the two samples that are different from the other

three samples (Amoore et al., 1968). Historically, this
test was used for odor threshold work where the sam-
ples were very weak and therefore not very fatiguing
(Amoore, 1979). The probability of correctly choos-
ing the correct two samples from five by chance alone
is equal to 0.1. This low probability of choosing the
correct pair by chance is the main advantage of the
method. However, major disadvantage of this method
is the possibility of sensory fatigue. The panelists
would have to make a number of repeat evaluations and
this could be extremely fatiguing for samples that have
to be smelled and tasted. This technique works well
when the samples are compared visually or by tactile
methods but it is usually not appropriate for samples
that must be smelled or tasted. Recently Whiting et al.
(2004) compared the two-out-of-five and the triangle
test in determining perceptible differences in the color
of liquid foundation cosmetics. They found that the
triangle test results gave weak correlations with the
instrumental color-differences but that the results of
the two-out-of-five test were well correlated with the
instrumental values.

4.2.6.2 The Harris—-Kalmus Test

The Harris—Kalmus test was used to determine indi-
vidual thresholds for phenyl thiocarbamide (PTC,
a.k.a. phenyl thiourea, PTU). In this test panelists are
exposed to increasing concentration levels of PTC in
groups of eight (four samples containing water and
four samples containing the current concentration of
PTC). The panelists are asked to sort the eight samples
into two groups of four. If the panelist does the sort-
ing task incorrectly he/she is then exposed to the next
higher concentration of PTC. The sorting task contin-
ues until the panelist correctly sorts the two groups of
four samples. That concentration level of PTC is then
identified as the threshold level for that panelist (Harris
and Kalmus, 1949-1950). The method has the same
disadvantage as the two-out-of-five test, in that it could
be fatiguing. However, as soon as the panelist correctly
sorts the samples the researcher concludes that the pan-
elist is sensitive to PTC. Panelists insensitive to PTC
only “taste” water in the solutions and are thus not
fatigued. A shortened version of this test using three-
out-of-six was used by Lawless (1980) for PTC and
PROP (6-n-propyl thiouracil) thresholds.
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4.2.7 The ABX Discrimination Task

The ABX discrimination task, as its name intends to
suggest, is a matching-to-sample task. The panelist
receives two samples, representing a control sample
and a treatment sample. As in other discrimination
tasks, the “treatment” in food research is generally an
ingredient change, a processing change or a variable
having to do with packaging or shelf life. The “X”
sample represents a match to one of the two inspected
samples and the panelist is asked to indicate which one
is the correct match. The chance probability level is
50% and the test is one tailed, as the alternative hypoth-
esis is performance in the population above 50% (but
not below). In essence, this task is a duo—trio test in
reverse (Huang and Lawless, 1998). Instead of hav-
ing only one reference, two are given, as in the dual
standard discrimination test. In theory, this allows the
panelists to inspect the two samples and to discover
for themselves the nature of the sensory difference
between the samples, if any. As the differences are
completely “demonstrated” to the panelists, the task
should enjoy the same advantage as the dual standard
test (O’Mahony et al., 1986) in that the participants
should be able to focus on one or more attributes of
difference and use these cues to match the test item
to the correct sample. The inspection process of the
two labeled samples may also function as a warm-up
period. The test may also have some advantage over
the dual standard test since only one item, rather than
two are presented, thus inducing less sensory fatigue,
adaptation, or carry-over effects. On the other hand,
giving only one test sample provides less evidence as
to the correct match, so it is unknown whether this
test would be superior to the dual standard. As in
other general tests of overall difference (triangle, duo—
trio) the nature of the difference is not specified and
this presents a challenge to the panelists to discover
relevant dimensions of sensory difference and not be
swayed by apparent but random differences. As foods
are multi-dimensional, random variation in irrelevant
dimensions can act as a false signal to the panelists
and draw their attention to sensory features that are
not consistent sources of difference (Ennis and Mullen,
1986).

This test has been widely used as a forced choice
measure of discrimination in psychological studies,
for example, in discrimination of speech sounds and

in measuring auditory thresholds (Macmillan et al.,
1977; Pierce and Gilbert, 1958). Several signal detec-
tion models (see Chapter 5) are available to predict
performance using this test (Macmillan and Creelman,
1991). The method has been rarely if ever applied to
food testing, although some sensory scientists have
been aware of it (Frijters et al., 1980). Huang and
Lawless (1998) did not see any advantages to the use
of this test over more standard discrimination tests.

4.2.8 Dual-Standard Test

The dual standard was first used by Peryam and Swartz
(1950) with odor samples. It is essentially a duo—trio
test with two reference standards—the control and the
variant. The two standards allow the panelists to cre-
ate a more stable criterion as to the potential difference
between the samples. The potential serving orders for
this test are Ra) R(), AB, Ra) Rs) BA, RB) R(a)
AB, Ry R(a) BA. The probability of guessing the
correct answer by chance is 0.5 and the data analyses
for this test are identical to that of the duo-trio test.
Peryam and Swartz felt quite strongly that the tech-
nique would work best with odor samples due to the
relatively quick recovery and that the longer recovery
associated with taste samples would preclude the use
of the test. The test was used by Pangborn and Dunkley
(1966) to detect additions of lactose, algin gum, milk
salts, and proteins to milk. O’Mahony et al. (1986)
working with lemonade found that the dual-standard
test elicited superior performance over the duo-trio
test. But O’Mahony (personal communication, 2009)
feels that this result is in error, since the panelists were
not instructed to evaluate the standards prior to each
pair evaluation and therefore the panelists were prob-
ably reverting to a 2-AFC methodology. This would
be in agreement with Huang and Lawless (1998) who
studied sucrose additions to orange juice and they did
not find superiority in performance between the dual
standard and the duo—trio or the ABX tests.

4.3 Reputed Strengths and Weaknesses
of Discrimination Tests

If the batch-to-batch variation within a sample formu-
lation is as large as the variation between formulations
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then the sensory specialist should not use triangle or
duo-trio tests (Gacula and Singh, 1984). In this case
the paired comparison difference test could be used
but the first question that the sensory specialist should
ask is whether the batch-to-batch variation should not
be studied and improved prior to any study of new or
different formulations.

The major weakness of all discrimination tests is
that they do not indicate the magnitude of the sensory
difference(s) between the sample formulations. As the
simple discrimination tests are aimed at a yes/no deci-
sion about the existence of a sensory difference, they
are not designed to give information on the magnitude
of a sensory difference, only whether one is likely to be
perceived or not. The sensory specialist should not be
tempted to conclude that a difference is large or small
based on the significance level or the probability (p-
value) from the statistical analysis. The significance
and p-value depend in part upon the number of pan-
elists in the test as well as the inherent difficulty of the
particular type of discrimination test method. So these
are no acceptable indices of the size of the perceivable
difference. However, it is sensible that a comparison
in which 95% of the judges answered correctly has
a larger sensory difference between control and test
samples than a comparison in which performance was
only at 50% correct. This kind of reasoning works
only if a sufficient number of judges were tested, the
methods were the same, and all test conditions were
constant. Methods for interval level scaling of sensory
differences based on proportions of correct discrim-
inations in forced choice tests are discussed further
in Chapter 5 as Thurstonian scaling methods. These
methods are indirect measures of small differences.
They are also methodologically and mathematically
complex and require certain assumptions to be met in
order to be used effectively. Therefore we feel that
the sensory specialist is wiser to base conclusions
about the degree of difference between samples on
scaled (direct) comparisons, rather than indirect esti-
mates from choice performance in discrimination tests.
However, there are alternative opinions in the sensory
community and we suggest that interested parties read
Lee and O’Mahony (2007).

With the exception of the 2-AFC and 3-AFC tests
the other discrimination tests also do not indicate the
nature of the sensory difference between the samples.
The major strength of the discrimination tests is that
the task that the panelists perform is quite simple and

intuitively grasped by the panelists. However, it is fre-
quently the very simplicity of these tests that lead to the
generation of garbage data. Sensory specialists must
be very aware of the power, replication, and counter-
balancing issues associated with discrimination tests.
These issues are discussed later in this chapter.

4.4 Data Analyses

The data from discrimination tests may be analyzed
by any of the following statistical methods. The three
data analyses are based on the binomial, chi-square,
or normal distributions, respectively. All these analy-
ses assume that the panelists were forced to make a
choice. Thus they had to choose one sample or another
and could not say that they did not know the answer.
In other words, each panelist either made a correct or
incorrect decision, but they all made a decision.

4.4.1 Binomial Distributions and Tables

The binomial distribution allows the sensory special-
ist to determine whether the result of the study was
due to chance alone or whether the panelists actu-
ally perceived a difference between the samples. The
following formula allows the sensory scientists to cal-
culate the probability of success (of making a correct
decision; p) or the probability of failure (of making an
incorrect decision; ¢) using the following formula.

|
PO) = — ),pyp”_y

S 4.6
yn—y “-0)

where

n = total number of judgments

y = total number of correct judgments

p = probability of making the correct judgment by
chance

In this formula, n! describes the mathematical
factorial function which is calculated as nx(n—1)x
(n-2)...x2x1. Before the widespread availability of
calculators and computers, calculation of the bino-
mial formula was quite complicated, and even now
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it remains somewhat tedious. Roessler et al. (1978)
published a series of tables that use the binomial for-
mula to calculate the number of correct judgments and
their probability of occurrence. These tables make it
very easy to determine if a statistical difference were
detected between two samples in discrimination tests.
However, the sensory scientist may not have these
tables easily available thus he/she should also know
how to analyze discrimination data using statistical
tables that are more readily available. We abridged the
tables from Roessler et al. (1978) into Table 4.3. Using
this table is very simple. For example, in a duo—trio test
using 45 panelists, 21 panelists correctly matched the
sample to the reference. In Table 4.3, in the section for
duo-trio tests, we find that the table value for 45 pan-
elists at 5% probability is 29. This value is larger than
21 and therefore the panelists could not detect a differ-
ence between the samples. In a different study, using
a triangle test, 21 of 45 panelists correctly identified
the odd sample. In Table 4.3, in the section for triangle
tests, we find that the table value for 45 panelists at 5%
probability is 21. This value is equal to 21 and there-
fore the panelists could detect a significant difference
between the samples at the alpha probability of 5%.

4.4.2 The Adjusted Chi-Square (y?) Test

The chi-square distribution allows the sensory scien-
tist to compare a set of observed frequencies with a
matching set of expected (hypothesized) frequencies.
The chi-square statistic can be calculated from the fol-
lowing formula (Amerine and Roessler, 1983), which
includes the number —0.5 as a continuity correction.
The continuity correction is needed because the x 2 dis-
tribution is continuous and the observed frequencies
from discrimination tests are integers. It is not possi-
ble for one-half of a person to get the right answer and
so the statistical approximation can be off by as much
as ', maximally.

2 | 102 —E)| —05)° N (10, — E5| — 0.5)
= E;q E>

“4.7)
where

01 = observed number of correct choices

0, = observed number incorrect choices
E = expected number of correct choices
E is equal to total number of observations () times
probability (p) of a correct choice, by chance
alone in a single judgment where
p = 0.100 for the two-out-of-five test
p = 0.500 for duo-trio, paired difference, paired
directional, alternate A-not-A tests
p = 0.333 for triangle tests
E, = expected number of incorrect choices
E» is equal to total number of observations (n) times
probability (g) of an incorrect choice, by chance
alone in a single judgment where g = 1—p
g = 0.900 for the two-out-of-five test
g = 0.500 for duo-trio, paired difference, paired
directional, alternate A-not-A tests, ABX tests
q = 0.667 for triangle tests

The use of discrimination tests allows the sensory
scientist to determine whether two products are statis-
tically perceived to be different, therefore the degrees
of freedom equal one (1). Therefore, a x 2 table using
df = 1 should be consulted, for alpha (o) at 5% the
critical x 2 value is 3.84. For other alpha levels consult
the chi-square table in the Appendix.

4.4.3 The Normal Distribution and the
Z-Test on Proportion

The sensory specialist can also use the areas under
the normal probability curve to estimate the probabil-
ity of chance in the results of discrimination tests. The
tables associated with the normal curve specify areas
under the curve (probabilities) associated with speci-
fied values of the normal deviate (z). The following two
formulae (Egs. (4.8) and (4.9)) can be used to calcu-
late the z-value associated with the results of a specific
discrimination test (Stone and Sidel, 1978):

1
_ [Pobs — Pchance] — 2N

pa/N

4.8)

where

Pops=X/N
P hance = probability of correct decision by chance
For triangle test: Pepgnee = 1/3
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Table 4.3 Minimum numbers of correct judgments® to establish significance at probability levels of 5 and 1% for paired difference
and duo-trio tests (one tailed, p = 1/2) and the triangle test (one tailed, p = 1/3)

Paired difference and duo—trio tests Triangle test
Number of trials (1) Probability levels Number of trials (1) Probability levels
0.05 0.01 0.05 0.01
5 5 - 3 3 -
6 6 - 4 4 -
7 7 7 5 4 5
8 7 8 6 5 6
9 8 9 7 5 6
10 9 10 8 6 7
11 9 10 9 6 7
12 10 11 10 7 8
13 10 12 11 7 8
14 11 12 12 8 9
15 12 13 13 8 9
16 12 14 14 9 10
17 13 14 15 9 10
18 13 15 16 9 11
19 14 15 17 10 11
20 15 16 18 10 12
21 15 17 19 11 12
22 16 17 20 11 13
23 16 18 21 12 13
24 17 19 22 12 14
25 18 19 23 12 14
26 18 20 24 13 15
27 19 20 25 13 15
28 19 21 26 14 15
29 20 22 27 14 16
30 20 22 28 15 16
31 21 23 29 15 17
32 22 24 30 15 17
33 22 24 31 16 18
34 23 25 32 16 18
35 23 25 33 17 18
36 24 26 34 17 19
37 24 26 35 17 19
38 25 27 36 18 20
39 26 28 37 18 20
40 26 28 38 19 21
41 27 29 39 19 21
42 27 29 40 19 21
43 28 30 41 20 22
44 28 31 42 20 22
45 29 31 43 20 23
46 30 32 44 21 23
47 30 32 45 21 24
48 31 33 46 22 24
49 31 34 47 22 24
50 32 34 48 22 25
60 37 40 49 23 25
70 43 46 50 23 26
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Table 4.3 (continued)

Paired difference and duo-trio tests

Triangle test

Number of trials (n) Probability levels Number of trials (n) Probability levels
80 48 51 60 27 30
90 54 57 70 31 34
100 59 63 80 35 38
110 65 68 90 38 42
120 70 74 100 42 45
130 75 79 110 46 49
140 81 85 120 50 53
150 86 90 130 53 57
160 91 96 140 57 61
170 97 101 150 61 65
180 102 107 160 64 68
190 107 112 170 68 72
200 113 117 180 71 76
190 75 80
200 79 83

4Created in EXCEL 2007 using B. T. Carr’s Discrimination Test Analysis Tool EXCEL program (used with permission)

For duo-trio and paired comparison tests:
Pchance = 1/2
X = number of correct judgments

N = total number of judgments.

Alternately one can use the following equation:

X —np—05
=2 (4.9)
NDZT

where

X = number of correct responses

n = total number of responses

p = probability of correct decision by chance

For triangle test: p = 1/3

For duo—trio and paired comparison tests: p = Y
and in both cases ¢ = 1—p

As with the x? calculation a continuity correction
of —0.5 has to be made. Consult a Z-table (area-under-
normal-probability curve) to determine the probability
of this choice being made by chance. The critical Z-
value for a one-tailed test at alpha («) of 5% is 1.645.
See the Z-table in the Appendix for other values.

4.5 Issues

4.5.1 The Power of the Statistical Test

Statistically, there are two types of errors that the sen-
sory scientist of any sensory method can make when
testing the null hypothesis (Hp). These are the Type I (a
or alpha) and Type II (B or beta) errors (see Appendix E
for a more extensive discussion). A Type I error occurs
when the sensory scientist rejects the null hypothesis
(Hp) when it is actually true. When making a Type |
error in a discrimination test we would conclude that
the two products are perceived to be different when
they are actually not perceptibly different. The Type I
error is controlled by the sensory scientist choice of the
size of alpha. Traditionally, alpha is chosen to be very
low (0.05, 0.01, or 0.001) which means that there is a
1in 20, 1 in 100, and 1 in 1,000 chance, respectively,
of making a Type I error. A Type II error occurs when
the sensory scientist accepts the null hypothesis (Hp)
when it is actually false. The Type II error is based on
the size of and it is the risk of not finding a difference
when one actually exists and it is defined as 1-beta.
In other words, the power of a test could be defined
as the probability of finding a difference if one actu-
ally exists or it is the probability of making the correct
decision that the two samples are perceptibly different.
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The power of the test is dependent on the magnitude of
the difference between the samples, the size of alpha,
and the number of judges performing the test.

4.5.1.1 Why Is Power Important When
Performing Discrimination Tests?

A candy manufacturer wants to show that the new for-
mulation of their peanut brittle is crunchier than the
old formulation. Prior to the study the sensory scien-
tist had decided which probability of making a Type 1
error (alpha) would be acceptable. If the sensory scien-
tist had decided that alpha should be 0.01, then she/he
had a 1 in 100 chance of committing a Type I error.
Consider than that this candy maker performs a two-
alternative forced choice test and the data indicate that
the null hypothesis should be rejected. The sensory sci-
entist is confronted with two possibilities. In the first
case, the null hypothesis is actually false and should
be rejected; in this case the new formulation is actu-
ally crunchier than the old formulation. In the second
case, the null hypothesis is actually true and the sen-
sory scientist has made a Type I error. In this type of
study the Type I error is usually minimized because
the sensory scientist wants to be quite certain that the
new formulation is different from the old formulation.
In this case the power of the test is only of passing
interest.

Consider a second scenario. An ice cream manufac-
turer wants to substitute the expensive vanilla flavor
used in their premium vanilla ice cream with a cheaper
vanilla flavor. However, they do not want the consumer
to perceive a difference in the product. They perform a
triangle test to determine if a panel could tell a differ-
ence between the samples. The data indicate that the
null hypothesis should not be rejected. Again the sen-
sory scientist is confronted with two possibilities. In
the first case, the null hypothesis is true and the two
formulations are not perceptibly different. In the sec-
ond case the samples are perceptibly different but the
sensory scientist was making a Type II error. In this
type of study the Type II error should be minimized
(power of the test should be maximized) so that the
sensory scientist can state with some confidence that
the samples are not perceptibly different.

In many published discrimination studies the
authors claim that a discrimination test indicated
that two samples were not significantly different.
Frequently, the power of these tests is not reported,
but it can often be calculated post hoc. It is unfortu-
nately the case that the power of these tests is often
very low, suggesting that the research would not have
revealed a difference even if a difference existed. Or in
statistical jargon, the probability of a Type II error was
high.

4.5.1.2 Power Calculations

Discrimination test power calculations are not simple.
However, this does not absolve the sensory scientist
from attempting to determine the power associated
with a specific study, especially when the objective of
the study is to make an equivalent ingredient substi-
tution and therefore the objective of the study is not
to reject the null hypothesis. In general, the sensory
specialist should consider using a large sample size
when power needs to be high (N = 50 or greater).
This is essential in any situation where there are serious
consequences to missing a true difference.

The sensory scientist will frequently make a post
hoc power calculation. In this calculation the power
of the test is calculated after the completion of the
study. The sensory scientist can also make an a pri-
ori calculation of the number of judgments needed
for a specific power. In both cases the sensory scien-
tist must make a series of assumptions and all power
calculations will only be as good as these assump-
tions. The scientists must be as extremely careful when
making the required assumptions for the power calcu-
lations. A number of authors (Amerine et al., 1965;
Ennis, 1993; Gacula and Singh, 1984; Kraemer and
Thiemann, 1987; Macrae, 1995; Schlich, 1993) have
studied power calculations for discrimination tests and
have prepared tables that can be used to determine
either the power of a specified discrimination test or
the number of judgments needed for a specific level
of power. The different tables (Ennis, 1993; Schlich,
1993) would lead one to slightly different conclusions
as to the power of the test. The reason for these differ-
ences is that these calculations are based on a series of
assumptions and slight differences in assumptions can
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lead to differences in power calculations. Power calcu-
lations will be discussed in more detail in Chapter 5
and Appendix E. Additionally the R-package SensR
(http://www.cran.r-project.org/package=sensR/) writ-
ten by Brockhoff and Christensen (2009) allows
one to calculate the power associated with most
discrimination tests.

4.5.2 Replications

As seen in the previous section and in the power sec-
tion of Appendix E the number of judgments made in
a discrimination test is very important. The number of
judgments can be increased by using more panelists or
by having a smaller number of panelists perform more
tests. These two methods of increasing the number of
judgments are clearly not equivalent. The ideal way
to increase the number of judgments is to use more
panelists. This is the only way in which the sensory
specialist can be assured that all judgments were made
independently. All the data analysis methods discussed
above assume that all judgments were made entirely
independently of one another (Roessler et al., 1978).
Frequently and perhaps unfortunately, the industrial
sensory scientist has only a limited number of pan-
elists available. In this case the number of judgments
may be increased by having each panelist evaluate the
samples more than once in a session. In practice this
is rather simply done. The panelist receives a set of
samples which he/she evaluates. The samples and the
score sheet are returned and then the panelist would
receive a second set of samples. In some cases the
panelist may even receive additional replications. It
should be remembered that if the same panelists repeat

their judgments on the same samples, there is a pos-
sibility these judgments are not totally independent.
In other words, the replicate evaluations made by a
specific individual may be related to each other. The
use of replication increases the power of the difference
test by increasing the number of judgments; however,
depending on the assumptions relating to effect size
(see Appendix E) and the type of difference test used
the increase in power may be similar or less than
when one uses the same number of independent judg-
ments (Brockhoff, 2003). As can be seen in Table 4.4,
extracted from Tables 3 and 4 in Brockhoff (2003)
assuming an alpha of 5% and a medium effect size
(37.5% above chance discriminating) for a triangle test
the power for the independent judgments is more than
for the replicated judgments. On the other hand for
an alpha of 5% and a small effect size (25% above
chance discriminator) for a duo-trio test the values
are quite similar. Therefore replication of discrimi-
nation tests and the effect of this on power are not
simple.

4.,5.2.1 Analyzing Replicate Discrimination Tests

The important caution is that sensory scientists should
not simply combine the data from replications and
count the number of observations as the number of
replicates multiplied by the number of panelists. They
are not independent judgments and the situation needs
to be examined closely before any such combina-
tion can be justified. There are a few simpler options
that are available and a more complex option, the
beta-binomial model.

Table 4.4 Limits of power e =1

Kb=2 Kb=3 kb=4 kb=5

(%) based on Monte Carlo
simulations (extracted from

(a) Triangle test with alpha=5% and medium-effect size (37.5% above chance discriminator)

70 81 90 91

(b) Duo—trio test with alpha=5% and small-effect size (25% above chance discriminator)

Tables 3 and 4 of Brockhoff, 12 40
2003) 24 74
36 88
48 97
12 11
24 27
36 37
48 44

28 39 46 58

aNumber of panelists; "Number of replications
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Simpler Options

First, the replications can be analyzed separately as
independent tests. This can provide information as to
whether there is a practice, warm-up, or learning effect
if the proportion correct increases over trials. This
could be useful information because a consumer in the
real world will have multiple opportunities to interact
with a product, and usually not just a single tasting.
If later replications are statistically significant (and the
first is not), that is usually grounds for concluding that
the samples are in fact perceivably different. It is also
possible, of course, that fatigue or adaptation or carry-
over could have an effect on later replications, so the
sensory scientist needs to consider the nature of each
specific product and situation and make a reasoned
judgment. If the replications lead to different results,
further investigation or analysis may be necessary.

A second approach for duplicate tests is to simply
tabulate the proportion of panelists that got both tests
correct. Now the chance probability for a three sam-
ple test is 1/9 and for a test like the duo—trio or paired
comparison, it becomes Y. The same z-score formula
applies for the binomial test on proportions (Eq. (4.10))
as

L (Pobs —p) = 1/2n _ X —np) —1/2
Npg/n N

where Pgpg is the proportion correct (=X/n), X is the
actual number correct, n is the number of judges, p is
the chance probability, and g = 1—p.

Solving for X as a function of n, and using p = 1/9
for the triangle or 3-AFC tests, we get the following
for Z = 1.645 (p < 0.05, one tailed):

(4.10)

X=n/94+0517/n+05 4.11)

and for p = Y, for the duplicated paired or duo-trio
tests:

X =n/44+0.712/n+05 (4.12)

These can easily be programmed on a spreadsheet,
but do not forget to change the value of z if you wish
to calculate the critical value of X for other probabil-
ity levels. Of course, you must round up the value of X
to the next highest integer since you are counting indi-
viduals. This approach is somewhat conservative, as it
only considers those people who answered correctly

on both tests, and it is possible that a person might
miss the first test but get the replicate correct as a true
discrimination. The solution to this issue (considering
that some people might have partially correct discrim-
inations) is to use a chi-square test to compare the
observed frequencies against what one would expect
by chance for zero, one or two correct judgments (e.g.,
4/9, 4/9, and 1/9 for the replicated triangle or 3/8, 3/8,
and Y, for the replicated duo—trio).

4.5.2.2 Are Replications Statistically
Independent?

Another approach to replication is to test whether the
two replicates are in some way independent, seem to
be varying randomly or whether there are systematic
patterns in the data. One such approach is the test of
Smith (1981), which can be used for two replications
(i.e., a duplicate test). This test essentially determines
whether there are significantly more correct choices
on one replication, or whether they are not signifi-
cantly different. It uses a binomial test on proportions
with p = ', so the binomial tables for the duo—trio
test are applicable or for triangles it uses p=1/3, and
thus the binomial tables for the triangle test would be
applicable.

The total number of correct responses in each repli-
cation (C1, C2) are added together (M = C1 + C2).
M represents the total number of trials (n) and either
C1 or C2 (whichever is larger) is used to represent
the number of correct responses in the study. If C1 or
C2 is larger than the minimum number of judgments
required for significance then the difference in propor-
tions of correct responses between the two replications
is significant and the replication data cannot be pooled.
Each replication must then be analyzed independently.
If the larger of C1 and C2 is less than the minimum
number of judgments required for significance then the
difference in proportions of correct responses between
the two replications is not significant and the replica-
tion data can be pooled. The combined data can then be
analyzed as if each judgment was made by a different
panelist.

For example, a sensory specialist was asked to
determine if two chocolate chip cookie formulations
(one with sucrose as the sweetener and the other with a
non-caloric sweetener) were perceptibly different from
each other. The sensory specialist decided to use a
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constant reference duo—trio test to determine if the
two formulations differed. A panel of 35 judges did
the study in duplicate. In the first replication 28 judges
correctly matched the reference and in the second
replication 20 judges correctly matched the reference.
The sensory scientist has to determine if the data can be
pooled and if there is a significant perceived difference
between the two cookie formulations.

Using Smith’s test he found that M = 28 + 20 =
48, and that C1 = 28 is the larger of C1 and C2.
Table 4.1 for duo-trio tests indicated that for n = 48
the minimum number of correct judgments for an alpha
() of 5% is 31. Thus, 28 is less than 31 and the
data from the two replications were pooled. The com-
bined data were therefore 48 correct decisions out of a
potential 70 (2x35). The sensory scientist decided to
use the z-calculation to determine the exact probabil-
ity of finding this result. Using Eq. (4.2), with 48 as
the number of correct responses, with 70 as the total
number of responses, with p equal to 1/2, z = 2.9881.
The z-table showed that the exact probability of this
value occurring by chance was 0.0028. The panelists
could therefore perceive a difference between the two
formulations.

The Beta-Binomial Model

The test devised by Smith does not address the issue of
whether some panelists have different patterns across
replicates than others. If people had systematic trends
(e.g., some people getting both correct, easily discrim-
inating and others missing consistently) you could still
get a non-significant result by Smith’s test, yet the data
would hardly be independent from trial to trial. This
issue is addressed in the beta-binomial model, which
looks at patterns of consistency (versus. randomness)
among the panelists. Although Smith’s test is appro-
priate when detecting differences between replicates,
it is not an airtight proof that replications are indepen-
dent should the test not meet the significance level. The
beta-binomial model allows us to pool replicates, but
makes some adjustments in the binomial calculations
to make the criteria more conservative when the data
are not fully independent.

The beta-binomial model assumes that the perfor-
mance of panelists is distributed like a beta distribu-
tion. This distribution has two parameters, but they
can be summarized in a simple statistic called gamma.

Gamma, which varies from zero to one, is a measure
of the degree to which there are systematic behav-
iors of panelists (like always answering correctly or
incorrectly), in which case gamma approaches one, or
whether people seem to behave independently from
trial to trial (gamma approaches zero). You can think
of this as a kind of test of the independence of the
observations, but from the perspective of individual
performance, rather than group data as in Smith’s test.
Gamma is basically an estimate of the degree to which
people’s total number of correct choices varies from
the panel mean. It is given by the following formula
(Bi, 2006, p. 110):

1 rS |
r—1h(1_mn‘ J

y = (4.13)

where

r = the number of replicates

S= a measure of dispersion

u= mean proportion correct for the group (looking
at each person’s individual proportions as
shown below)

n = the number of judges. S and p are defined as
follows:

D XilT

n

= (4.14)

where x;= the number of correct judgments summed
across replicates for that panelist.

So  is the mean of the number of correct replicates.
S is defined as

= (Gi/r) =y’

i=1

(4.15)

Once gamma is found we have two choices. We
can test to see whether the beta-binomial fits better
than the simple binomial. This is essentially testing
whether gamma is different from zero. The alternative
is to go directly to beta-binomial tables for different
levels of gamma. In these tables (see Table O), we
combine replicates to get the total number of correct
judgments, and compare that to the critical number
required, for the total number of judgments (number of
panelists times number of replicates). The tables adjust
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the binomial model requirements to be more conserva-
tive as gamma increases (i.e., as the panelists look less
random and more systematic).

To test whether the beta-binomial is a better fit, we
use the following Z-test (Bi, 2006, p. 114):

7= E-m (4.16)
2= 1) ’

where E is another measure of dispersion defined as

(x1 — rm)?
E= Z m(1l —m)

4.17)

and m is the mean proportion correct defined as

n
m= Zx,-/nr
i=1

The advantage of doing the Z-test is that should
you find a significant Z, then there is evidence that the
panelists are not random, but that there are probably
groups of consistent discriminators and also perhaps
some people who are consistently not discriminating.
In other words, a non-zero gamma is evidence for a
consistently perceived difference for at least some of
the panel! If the Z-test is non-significant, then one
option is to pool replicates and just use the simple
binomial table. Note that now you have effectively
increased the sample size and given more power to the
test. A good example of this approach can be found in
Liggett and Delwiche (2005).

(4.18)

4.5.3 Warm-Up Effects

Much has been written concerning the potential advan-
tages of giving warm-up samples before discrimination
tests (e.g., Barbary et al., 1993; Mata-Garcia et al.,
2007). A warm-up strategy involves repeated alternate
tasting of the two different versions of the product,
with the panelist’s knowledge that they are different.
Often (but not always) they are encouraged to try to
figure out the way or ways in which the products dif-
fer. This is similar to giving a familiarization sample or
dummy sample before the actual test, but with “warm
up” it involves a more extended period of tasting. A
single warm-up sample was in fact part of the original
version of the duo—trio test (Peryam and Swartz, 1950).

However, evidence for the advantage of this added
procedure is not very strong. In two early reports, a
larger number of significant triangle tests were seen
with warm-up for a wine sample and a fruit beverage
(O’Mahony and Goldstein, 1986) and for NaCl solu-
tions and for orange juices (O’Mahony et al., 1988). In
the latter study it was unclear whether naming the dif-
ference gave any additional advantage. Later studies
showed mixed results.

Thieme and O’Mahony (1990) found good discrim-
ination for A, not-A, and paired comparison tests with
warm-up but a direct comparison of the same kind
of test, with and without warm-up, was lacking, so
it is difficult to draw conclusions from that study.
Dacremont et al. (2000) showed no effect of warm-up
for the first trial of repeated triangles with naive asses-
sors nor with highly experienced judges. Panelists who
were of intermediate experience did show some benefit
of the warm-up. Kim et al. (2006) reported increased
discrimination for the triangle, duo—trio, and same—
different tests, but a 2-AFC test in which panelists
were told to identify the NaCl sample (versus water)
was also conducted before the warmed-up tests, so the
cause of the increased discrimination in this study is
not clear. Angulo et al. (2007) reported a small but non-
significant increase in discriminability with a relatively
less sensitive group in a 2-AFC test. Rousseau et al.
(1999) looked at effects of a primer (single example)
food and a familiarization with mustard samples before
discrimination tests. The primer had no effect and the
familiarization appeared to cause small increases in
discriminability.

Taken together, these studies suggest that a warm-up
protocol might have some benefits. The sensory prac-
titioner should weigh the possible benefits against the
extra burden on the panelist if the kind of extensive
warm-up (three to ten pairs) that are usually done in
the laboratory studies is adopted.

4.5.4 Common Mistakes Made in the
Interpretation of Discrimination
Tests

If a discrimination test had been performed properly,
with adequate power and the sensory scientist finds
that the two samples were not perceptibly different
then there is no point in performing a subsequent



98

4 Discrimination Testing

consumer preference test with these samples.
Logically, if two samples are sensorially perceived
to be the same then one sample cannot be preferred
over another. However, if a subsequent consumer
preference test indicates that the one of the samples
is preferred over the other, then the scientist must
carefully review the adequacy of the discrimination
test, especially the power of the test. Of course, any
test is a sampling experiment, so there is always
some probability of a wrong decision. Therefore a
discrimination test does not “prove” that there is no
perceivable difference and follow-up preference tests
will sometimes be significant.

Sometimes, novice sensory scientists will do a pref-
erence tests and find that there was no significant pref-
erence for one sample over the other. This means that
the two samples are liked or disliked equally. However,
it does not mean that the samples are not different
from one another. It is very possible for two samples
to be perceptibly very different and yet to be preferred
equally. For example, American consumers may prefer
apples and bananas equally, yet that does not mean that
apples are indistinguishable from bananas.

Appendix: A Simple Approach
to Handling the A, Not-A,
and Same/Different Tests

Both of these tests have response choices, rather than
a sample choice. The choice of either response is
affected by the criterion used by each panelist. For
example, as a panelist one may ask oneself: Do I want
to be really strict and be sure these products are differ-
ent, or can I call them different if I think there is just
an inkling of a difference? These criteria are clearly
quite different from one another and will dramatically
affect the outcome of the test. However, the sensory
scientist does not know (not can he find out) which cri-
terion each panelist used (sometimes even the panelists
do not know since they do not explicitly decided on a
criterion).

In order to get around this problem, we can give
a control sample of true A in the A, not-A test or an
identical pair (“same”) in the same/different test. The
question then becomes whether the percent of choice
of “not-A” for the test sample was greater than the

choice of “not-A” for the control (i.e., true A) sample.
Similarly, we can ask if the proportion of “different”
responses was higher for the test pair than it was for
the identical control pair. So we are comparing against
a sensible baseline.

So far so good. A simple binomial test on propor-
tions or a simple chi-square would seem to do it. But
in most situations, we give both the true A and the
test sample to the same person. In the same/different
test, we would have given both a control pair (identical
samples) and the test pair (samples that are physically
different and might in fact be called “different”). The
binomial test and the chi-square assume independent
observations, but now we have two measurements on
the same person (clearly NOT independent). So the
appropriate statistic is provided by the McNemar test.
Let us look at the A, not-A situation. We cast the data
in a two-way table as follows, with everyone counted
into one of the four cells (1, 2, 3, and 4 are the actual
frequency counts, not percents):

Response to

Test Sample
"A" Irnot All
A" 1 2
Response to
Control Sample
mota| 3 4

Now, the people who are giving the same answer on
both trials are not very interesting. They are not trans-
mitting any information as to whether the products are
different. They are counted in cells #1 and #4 above.
The critical question is whether there are significantly
more people in cell #2 (who call the test sample “not
A” and the control sample “A”) than there are people
who do the reverse in cell #3. If the cells have about
the same counts, then let us face it, there is not much
evidence for a difference. But if a lot of people call
the test sample “not-A” and they recognize the control
sample as a good example of what A should be like,
then we have evidence that something important has in
fact changed. The difference is perceivable.
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So we need to compare the size of cell 2 to cell 3.
The McNemar test does just this for us. Let C; be the
count in cell #2, and C3 be the count in cell #3. Here is
the formula:

,(IC2 — C3] — 1)?
G+ G

This x? test has one degree of freedom, so the
critical chi-square value that must be exceeded for
significance is 3.84, if we use the standard alpha at 5%.

A worked example:

During an A-not-A test a group of 50 panelists were
received (in randomized order: a control sample (the
true A) and a test sample). The results are displayed in
the figure below:

Response to
Test Sample
"A" "not A"
AN 33 40
Response to
Control Sample
10 17
"not A"

, (140 — 10| — 1)?
40 + 10

The panelist therefore found a significant difference
between the control and the test samples.

The same kind of chart can be drawn for the
same—different test and the same comparison can
be made:

If there are just a few more people in cell 3 than
cell 2, it is probably random variation and there is no
difference. If there is a LOT more people in cell 3
and you get a significant chi-square but in the “wrong
direction,” there is something wrong with your study
(maybe you switched the codes, for example). Also, if
there are a lot of people in cells 1 and 4, that is a con-
cern because those folks are not distinguishing much,
or maybe they have some “lazy” or lax criteria.

= 16.82 which is larger than 3.84.

29
Response to
Test Pair
"Same" "Different”
" Samell 1 2
Response to
(identical)
Control Pair
"Different” 3 4
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Chapter 5

Similarity, Equivalence Testing, and Discrimination Theory

Abstract

This chapter discusses equivalence testing and how difference tests are

modified in their analyses to guard against Type II error (missing a true difference).
Concepts of test power and required sample sizes are discussed and illustrated. An
alternative approach to equivalence, namely interval testing is introduced along with
the concept of paired one-sided tests. Two theoretical approaches to the measurement
of the size of a difference are introduced: discriminator theory (also called guessing
models) and the signal detection or Thurstonian models.

Difference testing method constitute a major foundation for sensory evaluation and consumer
testing. These methods attempt to answer fundamental questions about stimulus and product
similarity before descriptive or hedonic evaluations are even relevant. In many applications
involving product or process changes, difference testing is the most appropriate mechanism for
answering questions concerning product substitutability.

—D. M. Ennis (1993)
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the products is perceivable. Discrimination or simple
difference tests are appropriate for these questions.
When we find evidence of a difference, the methods are
straightforward and the interpretation is usually clear-
cut as well. However, a great deal of sensory testing
is done in situations where the critical finding is one
of equivalence or similarity. That is, a no-difference
result has important implications for producing, ship-
ping, and selling our product. Shelf life and quality
control tests are two examples. Cost reductions and
ingredient substitutions are others.

This is a much trickier situation. It is often said that
“science cannot prove a negative” and the statistical
version of this is that you cannot really prove that the
null hypothesis is correct. But in a way, this is exactly
what we are trying to do when we amass evidence
that two products are equivalent or sufficiently simi-
lar that we can substitute one for the other without any
negative consequences.

The issue is not so easy as just finding “no signifi-
cant difference.” A failure to reject the null is always
ambiguous. Just because two products are “not signif-
icantly different” does not necessarily mean that they
are equivalent, sensorially. There are a many reasons
why we may have failed to find a statistically signifi-
cant difference. We may not have tested enough people
relative to the amount of error variability in our mea-
surements. The error variability may be high for any
number of reasons, such as lack of sample control, poor
testing environment, unqualified judges, poor instruc-
tions, and/or a bad test methodology. It is easy to do a
sloppy experiment and get a non-significant result.

Students and sensory scientists should recall that
there are two kinds of statistical errors that can be made
in any test. These are shown in Fig. 5.1. We can reject
the null and conclude that products are different when
they are not. This is our familiar Type I error that we try
to keep to a long-term minimum called our alpha level.
This is commonly set at 5%, and why we try to use
probability levels of 0.05 as our cutoffs in statistical
significance testing. This kind of error is dangerous in
normal experimental science and so it is the first kind
of error that we worry about. If a graduate student is
studying a particular effect, but that effect was a spu-
rious false-positive result from some earlier test, then
he or she is wasting time and resources. If a product
developer is trying to make an improved product, but
that hunch is based on an earlier false result, the effort
is doomed. Some people refer to Type I error as a “false

Test Result
“Difference” “No difference”
Difference (correct “Miss”
exists conclusion) Type I.I error
beta-risk
Actual
Situation
False ( .
- correc
: rejection i
No difference Type | error conclusion)
alpha-risk

Fig. 5.1 The statistical decision matrix showing the two types
of error, Type I, when the null is rejected but there is really no
difference, and Type II, when there is a difference but none is
detected by the test (null false but accepted). The long-term risk
of Type I under a true null is the alpha risk. Beta risk is managed
by the choices made in the experiment of N, alpha, and the size
of the difference one is trying to detect.

alarm.” The second kind of error occurs when we miss
a difference that is really there. This is a Type II error,
when we do not reject the null, but the alternative
hypothesis is really the true state of the situation.

Type II error has important business ramifications,
including lost opportunities and franchise risk. We can
miss an opportunity to improve our product if we do
not find a significant effect of some ingredient or pro-
cessing change. We can risk losing market share or
“franchise risk” if we make a poorer product and put
it into the marketplace because we did not detect a
negative change. So this kind of error is of critical
importance to sensory workers and managers in the
foods and consumer products industries.

The first sections of this chapter will deal with ways
to gather evidence that two products are similar or
equivalent from a sensory perspective. The first sec-
tion will illustrate some commonsense approaches and
the question of test power. Then some formal tests for
similarity or equivalence will be considered, after we
look at a model for estimating the size of a difference
based on the proportion of people discriminating.

After discussing basic approaches to similarity and
equivalence, this chapter will examine more sophisti-
cated models for measuring sensory differences from
discrimination results. Sensory professionals need to
do more than simply “turn the crank™ on routine tests
and produce binary yes/no decisions about statistical
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significance. They are also required to understand
the relative sensitivity of different test methods, the
decision processes and foibles of sensory panelists,
and the potential pitfalls of superficial decisions. For
these reasons, we have included in this chapter sec-
tions on the theory of signal detection and its related
model, Thurstonian scaling. Many questions can arise
from apparently simple discrimination tests in applied
research, as the following examples show:

(1) Clients may ask, “OK, you found a difference, but
was it a big difference?”

(2) When is it acceptable to conclude that two prod-
ucts are sensorially equivalent when the test says
simply that I did not get enough correct answers to
“reject the null?”

(3) What can I do to insure that the test is as sensi-
tive as possible and does not miss an important
difference (i.e., protect against Type II error)?

(4) Why are some test methods more stringent or more
difficult than others? Can this be measured?

(5) What are the behaviors and decision processes that
influence sensory-based responses?

Each of these questions raise difficult issues without
simple answers. This chapter is designed to provide the
sensory professional with approaches to these ques-
tions and a better understanding of methods, panelists,
and some enhanced interpretations of discrimination
results. For further detail, the books by Bi (2006a) on
discrimination testing, by Welleck (2003) on equiva-
lence testing, and the general sensory statistics book
by Gacula et al. (2009) are recommended.

5.2 Common Sense Approaches
to Equivalence

Historically, many decisions about product equiva-
lence were based on a finding of no significant dif-
ference in a simple discrimination test. This is a risky
enterprise. If the difference is subtle, it is easy to miss
it. The test might have included too few panelists for
the size of the effect. We may have let unexpected
sources of variability creep into the test situation, ones
that could easily overwhelm the difference. We may
have used unqualified panelists because too many of
our regular testers were on vacation or out sick that
week. Perhaps our sample-handling equipment like

heat lamps were not working that day. Any number
of reasons could contribute to a sloppy test that would
create situation in which a difference could be missed.
So why was this approach so prevalent during the early
history of sensory testing?

There are some common sense situations in which
it may make sense to consider a non-significant result
as important. The first requirement is that the test
instrument must be proven to detect differences in pre-
vious tests. By “test instrument” we mean the entire
scenario — a particular method, a known population
of panelists, specific test conditions, these type of
products, etc. In a company with an ongoing test pro-
gram this kind of repeated scenario may provide a
reasonable insurance policy that when a significant dif-
ference is not found, it was in fact not due to a faulty
instrument, as the instrument has a track record. For
example, a major coffee company may have ongoing
tests to insure that the blend and roasting conditions
produce a reliable, reproducible flavor that the loyal
customers will recognize as typical and accept. Other
controls may be introduced to further demonstrate the
effectiveness of the test method. Known defective or
different samples may be given in calibration tests to
demonstrate that the method can pick up differences
when they are in fact expected. Conversely, known
equivalents or near duplicates may be given to illus-
trate that the method will not result in an unacceptable
rate of false alarms. Finally, the panel may consist of
known discriminators who have been screened to be
able to find differences and who have a track record
of detecting differences that are confirmed by other
tests on the same samples, such as consumer tests or
descriptive analysis panels.

These kinds of controls are illustrated in a paper on
cross-adaptation of sweet taste materials (Lawless and
Stevens, 1983). In cross-adaptation studies, exposure
to one taste substance may have an adapting effect, i.e.,
cause a decrease in intensity of a second substance. To
claim that there is full cross-adaptation, the decrease
must be about the same as with self-exposure, i.e., the
decrement should be the same as when the substance
follows itself. To claim no cross-adaptation, the test
substance must have an intensity equivalent to its taste
after plain water adaptation. Both of these are essen-
tially equivalence tests. In order to accept these results
it is necessary to prove that the second or test item
is capable of being adapted (for example, it can adapt
itself) and that the first-presented substance in fact can
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cause an adaptation-related decrease (i.e., it also has
an effect on itself). Given these two control situations,
the claim of cross-adaptation (or lack thereof) as an
equivalence statement becomes trustworthy.

Simple logical controls can be persuasive in an
industrial situation in which there is an ongoing testing
program. Such an ongoing testing program may be in
place for quality control, shelf-life testing, or situations
in which a supplier change or ingredient substitution
is common due to variable sources of raw materials.
This kind of logic is most applicable to situations in
which the conditions of testing do not vary. If there
is a sudden decrease in the panel size during a vaca-
tion period, for example, it becomes more difficult to
claim that “we have a good instrument” and therefore
a non-significant difference is trustworthy. All the test-
ing conditions, including the panel size, must remain
fairly constant to make such a claim.

5.3 Estimation of Sample Size and Test
Power

A more statistical approach to equivalence is to man-
age the sample size and the test power to minimize the
probability of a Type II error, i.e., the chance of miss-
ing a true difference. There are commonly accepted
formulas for calculating the required sample size for
a certain test power. At first glance, this seems rather
straightforward. However, there is one important part
of the logic that managers (and often students) find
troubling. One must specify not only the acceptable
amount of alpha- and beta-risks in these calculations,
but also the size of the difference one is trying to detect.
Conversely, how much of a difference would one allow,
and still call the two products “equivalent” on a sen-
sory basis? Managers, when faced with this question,
may reply that they want no difference at all, but this
is unrealistic and not possible within the constraints of
statistical testing. Some degree of difference, no mat-
ter how minor, must be specified as a lower tolerable
limit.

The common equation for calculating the necessary
sample size is given as follows (from Amerine et al.,
1965):

2
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where Z, and Zp are the Z-scores associated with the
chosen levels of alpha- and beta-risk, p, is the chance
probability in the test and p, is the probability cho-
sen for the alternative hypothesis (as always, g = 1-p).
This is the equation for determining the required panel
size, N, as a function of the alpha-risk, beta-risk, the
chance probability level, and the effect size one does
not want to miss. A similar equation (see Appendix at
the end of this chapter) is used for scaled data, in which
the degree of difference can be specified as a difference
on a scale or number of standard deviations.

The effect size or size of the allowable difference
is given in the denominator. It is this quantity that
management must choose in order to determine what
is sufficiently “equivalent.” Strategically, management
may not want to go out on a limb and may delegate
this choice to the statisticians or sensory personnel
involved in the program, so the sensory professional
must be prepared to make recommendations based on
prior experience with the product. Knowledge of the
degree of consumer tolerance for differences is key
in making any such recommendation. In a vacuum of
consumer information, this choice can be exceedingly
difficult.

In this case the size of the difference is given by stat-
ing some percentage of correct choices that is higher
than the chance level, noted as p, in Eq. (5.1). You
can think of this as a percent correct associated with
an alternative hypothesis, or simply as a percent cor-
rect that one would not want to miss detecting. Above
this level, there are too many people detecting the dif-
ference for our management level of comfort with the
product change. In the next section we will introduce
a useful way to think about this level, in terms of
the proportion of people detecting the difference. This
proportion is different than the actual observed per-
cent correct, because we have to apply a correction for
chance, i.e., the possibility that some people get the
correct answer just by guessing correctly. More on this
below.

For now, let us examine two worked examples for
a triangle test. In the first example, we will set alpha
and beta at 5%, so our one-tailed z-values will both be
1.645. Let us allow a fairly liberal alternative hypoth-
esis percentage of 2/3 correct or 66.7%. This might
be considered a fairly large difference, as the propor-
tion of people truly detecting, after the correction for
chance, is 50%. In other words, we might expect half
the population to detect this change. On the other hand,
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50% detection is considered one definition of a thresh-
old (see Chapter 6), so from that perspective this might
be an acceptable difference.

Working through the math, we get the following
equation and result:

[1.645«/(0.33)(0.67) T 1.645«/(0.67)(0.33)}2 e
033 — 0.67 -

So for this kind of test, looking for what some man-
agers might call a “gross difference” we need about 22
panelists. Now let us see what happens when we make
the difference smaller. In this example we can only
allow a correct performance level of 50% (which cor-
responds to 25% true detection of the difference after
correction for chance or one person in four actually
seeing the difference). The new equation is

[1.645«/7(0.33)(0.67) + 1.645«/7(0.50)(0.50)}2 919
0.33 = 0.50 o

So now that we have lowered the size of the allow-
able difference a little, the required panel size has
expanded to 92 judges. This would be a fairly large
triangle test panel by most common industrial stan-
dards. Unfortunately if you are trying to get evidence
for sensory equivalence and you can permit only a
small difference, you are going to need a lot of pan-
elists! There is just no way around it, unless one goes
to replicated measures and a beta-binomial approach
as discussed in the previous chapter. The power of dif-
ference tests with small panels can be alarmingly low,
as discussed in Appendix E. Further calculations and
tables for triangle and duo—trio tests are found there as
well. The important factor to note in our two examples
is that it is the size of the difference as specified in the
denominator of Eq. (5.1) that has the biggest influence
on the panel size requirements. In the next section, we
will examine a simple traditional way of choosing our
acceptable size of a difference based on the estimated
proportion of panelists discriminating.

5.4 How Big of a Difference Is
Important? Discriminator Theory

How can we calculate some true measure of dis-
crimination after adjustment for the chance level of
performance? That is, a certain percent correct is

expected by guessing alone in the face of no dis-
crimination at all. An old historical approach to this
was to provide a correction for the guessing level,
i.e., the level of performance expected in the face
of no discrimination whatsoever. The formula for the
corrected proportion is known as Abbot’s formula
(Finney, 1971), and is given by

UpperC.1.95% = -
[1.5(X/N) — 0.5] + 1.645(1.5),/ EUZX/N) >-2)

where Pobserved 1S the observed proportion correct and
Pchance 1S the proportion expected by chance guessing.

This formula has been widely applied since the
1920’s in fields such as pharmacology, toxicology, and
even educational testing. In pharmacology, it is used
to adjust for the size of the placebo effect, i.e., those
test subjects that improve without the drug. In tox-
icology it is used to adjust for the baseline fatality
rate in the control group (i.e., those not exposed to
the toxin but who die anyway). This formula has also
been employed in educational testing where multiple-
choice tests are common, but adjustment for guessing
is desired. Another version of this formula appears in
publications discussing the issue of estimating true dis-
criminators in the sample and separating them from
an estimated proportion of people who are merely
guessing correctly (e.g., Morrison, 1978). The formula
will also be used in the next chapter when forced-
choice methods are used in threshold determinations.
Chance-adjusted discrimination was unfortunately dis-
cussed initially as “recognition” in the early sensory
literature (Ferdinandus et al., 1970) but we will stick
with the terms discrimination and discriminators here.
“Recognition” in the psychological literature implies a
match to something stored in memory and that is not
really the issue in discriminating a difference among
samples.

The model is simple but it embraces two assump-
tions. The first assumption states that there are
two kinds of panelists during a particular test—
discriminators, who see the true difference and select
the correct item and non-discriminators who see no dif-
ference and guess. The second assumption contains the
logical notion that non-discriminators include people
who guess correctly and those who guess incorrectly.
The best estimate of the proportion guessing correctly
is the chance performance level. Thus the total number
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of correct judgments comes from two sources: People
who see the difference and answer correctly and those
who guess correctly.

In forced choice threshold measures (see Chapter 6)
50% correct performance after adjustment for chance
is taken as a working definition (Antinone et al., 1994;
Lawless, 2010; Morrison, 1978; Viswanathan et al.,
1983). For example, in the triangle test or a three-
alternative forced choice test, the chance level is 1/3,
so 50% above chance or 50% adjusted for chance
is 66.7% correct. If a paired test or duo—trio was
employed, the 50% chance level now requires a 75%
correct discrimination to be at threshold, when thresh-
old is defined as a 50% correct proportion after adjust-
ment. Another approach is to work backward, i.e., try
to find the percent correct that one would expect given
a targeted proportion of discriminators in the test. This
is given by the re-arrangement of Abbott’s formula as
follows:

Pobserved = Padjusted + Pchance(1 — Padjusted) (5~3)

So for our threshold example, if we had a 3-AFC
test and we required 50% discriminators, we would
expect one-third of the remaining (i.e., 1-Padjusted)
non-discriminators to guess correctly, thus adding 1/6
(or 1/3 of 0.5) to the 50% who see the difference and
giving us 66.7% correct.

This discrimination ability should be viewed as
momentary. It is not necessarily a stable trait for a
given judge. That is, a given judge does not have to
“always” be a discriminator or a non-discriminator.
Furthermore, we are not attempting to determine who
is a discriminator, we are only estimating the likely
proportion of such people given our results. This is an
important point that is sometimes misinterpreted in the
sensory literature. A sensory panel leader who is accus-
tomed to screening panelists to determine if they have
good discriminating ability may view “discriminators”
as people with a more or less stable ability and classify
them as such. This is not the point here. In the guessing
models, the term “discriminator” is not used to single
out any individuals, in fact there is no way of know-
ing who was a discriminator, nor is there any need to
know in order to apply the model. The model simply
estimates the most likely proportion of people who are
momentarily in a discriminating state and thus answer
correctly as opposed to those who might be answering
correctly by chance. In other words, the issue is how
often people were likely to have noticed the difference.

If we choose to think about numbers correct rather
than proportions, we can use a simple translation of
Abbott’s formula. How are the numbers of discrimina-
tors and non-discriminators estimated? The best esti-
mate of the number of non-discriminators who guess
correctly is based on the chance performance level.
Once again, the total number of correct choices by the
panel reflects the sum of the discriminators plus the
fraction of the non-discriminators who guess correctly.
This leads to the following equations: Let N = number
of panelists, C = the number of correct answers, and
D = the number of discriminators. For a triangle test,
the following relationships should hold:

C=D+ %(N—D) 54

This is simply a transformation of Abbott’s formula
(as in Eq. (5.3)), expressed in numbers observed rather
than proportions.

Here is an example: Suppose we do a triangle test
with 45 judges and 21 choose the odd sample correctly.
We conclude that there is a significant difference at p <
0.05. But how many people were actually discrimina-
tors? In this example, N = 45 and C = 21. Solving for
D inEq. (5.4):

1 2
21=D+ §(4S—D)=§D+15

and thus D = 9.

In other words, our best estimate is that 9 people out
of 45 (21% of the sample) were the most likely num-
ber to have actually seen the difference. Note that this
is very different from the percentage correct or 21/45
(=47%). Framed this way, a client may view the sen-
sory result from quite a different perspective and one
that is potentially more useful than the raw percent
correct.

Table 5.1 shows how the number of required dis-
criminators for various tests increases as a function
of sample size. Of course, as the number of judges
increases, it takes a smaller and smaller proportion
of correct responses to exceed our minimum level
above chance for statistical significance. This is due
to the fact that our confidence intervals around the
observed proportions shrink as sample size increases.
We are simply more likely to have estimated a point
nearer to the true population proportion correct. The
number of judges getting a correct answer will also
need to increase, as shown in the table. However, the
number of discriminators increases at a slower rate.
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Table 5.1 Number correct versus estimated discriminators

Minimum Estimated Minimum Estimated
correct, number dis- correct, number dis-
N p=112 criminating p = 1/3 criminating
10 9 6 7 4
15 12 7 9 5
20 15 8 11 6
25 18 9 13 7
30 20 10 15 7
35 23 11 17 8
40 26 11 19 8
45 29 12 21 9
50 32 13 23 9
55 35 13 25 9
60 37 14 27 10
65 40 14 29 10
70 43 15 31 10
75 46 15 33 11
80 49 16 35 11
85 51 16 36 11
90 54 17 39 12
95 57 17 40 12
100 59 17 42 12

Minimum correct gives the required number for significance at
p <0.05, one tailed

70
60
50
—f—Minimum correct, p

40 =12
30 —@—Minimum

1 correct, p=1/3
20 ={=Probable

discriminators

Discriminators
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For large sample sizes, we only need a small propor-
tion of discriminators to push us over the statistically
critical proportion for significance. Another impor-
tant message for clients and management here is that
although we may have found a significant difference,
not everyone can discern it.

This way of looking at difference tests has several
benefits but one serious shortcoming. One advantage is
that this concept of “the proportion of discriminators”
gives management an additional point of reference
for interpretation of the meaning of difference tests.
Statistical significance is a poor reference point, in
that the significance of a given proportion correct
also depends upon the number of judges. As N, the
number of judges increases, the minimum proportion
correct required for statistical significance gets smaller

and smaller, approaching a level nearer to chance.
So statistical significance, while providing necessary
evidence against a chance result, is a poor yardstick
for business decisions and is only a binary choice.
The estimated proportion of discriminators is not
dependent upon sample size (although confidence
intervals around it are).

Another advantage to this model is that it provides
a yardstick for setting panel size and a point of refer-
ence for the test of significant similarity, as outlined
below. In determining a desired panel size, the exper-
imenter must make a decision about the size of the
alternative hypothesis that must be detected if it is
true. That is, how much of a difference do we want
to be sure to detect if it in fact exists? The correc-
tion for guessing provides one such benchmark for
these calculations. Once we have decided upon a criti-
cal proportion of discriminators, we can calculate what
proportion correct would be expected from the addition
of (chance) guessers. This proportion correct becomes
the alternative hypothesis proportion in Eq. (5.1). In
other words, the choice of the alternative hypothesis
can now be based on the observed proportion required
to give a certain level of discriminators. We merely
have to apply Abbott’s formula to see what percent
correct is required.

The choice should consider a strategy based on
the level of normal product variability and what con-
sumers will expect. In one situation, there might be
strong brand loyalty and consumers who demand high
product consistency. In that case a low proportion of
discriminators might be desired in order to make a
process change or an ingredient substitution. Another
product might have commonplace variation that is
tolerated by consumers, like some fruit or vegetable
commodities, or wines from different vintages. In this
case a higher proportion of discriminators might be tol-
erated in a difference test. As we will discuss next, in
the statistical test for significant similarity, the propor-
tion of discriminators must be decided upon in order
to test for performance below that critical level, as
evidence for a difference too small to be practically
significant.

Let us consider a triangle test with 90 judges and 42
choose the odd sample correctly. According to Table
L, this is a significant difference at p < 0.01. Working
with Eq. (5.2), we find that the proportion of discrim-
inators is about 20% (42/90-1/3)/(1-1/3) = 0.20. So
one-fifth of the test group is our best estimate here of
the proportion discriminating. For a product with an
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extremely brand-loyal user group, this could be con-
sidered very risky. On the other hand, for a product in
which there is some degree of expected variability, the
proportion might not be a practical concern for worry,
in spite of the statistical significance.

5.5 Tests for Significant Similarity

Another approach to the problem of demonstrating
product similarity or equivalence was presented by
Meilgaard et al. (2006). It is based on the fact that
we do not have to test against the chance perfor-
mance level in applying the binomial test on propor-
tions. Rather, we can test against some higher level
of expected proportion correct, and see whether we
are significantly below that level in order to make a
decision about two products being sensorially simi-
lar enough. This is shown graphically in Fig. 5.2. Our
usual tests for discrimination involve a statistical test
against the chance performance level and we look for
a point at which the confidence interval around our
observed proportion no longer overlaps the chance

-Observed

X proportion
correct

J_ 95% confidence
interval (one-tailed)

level. This is just another way of thinking about the
minimum level required for a significant difference.
When the error bar no longer overlaps the chance level,
we put that minimum number correct (for a given N) in
our tables for the triangle test, duo—trio, etc. A higher
proportion correct will be less likely to overlap and a
larger sample size will shrink the error bars. As the
“N” increases, the standard error of the proportion gets
smaller. Thus higher proportions correct and larger
panel sizes lead to less likely overlap with the chance
level and thus a significant difference.

However, we can also test to see whether we are
below some other level. The binomial test on propor-
tions can be applied to other benchmarks as well. How
can we determine this other benchmark? Once again,
our proportion of allowable discriminators will give us
a value to test against. We may have a very conser-
vative situation, in which we can allow no more than
10% discriminators, or we might have a less critical or
discerning public and be able to allow 30% or 50%
discriminators or more. From the proportion of dis-
criminators, it becomes a simple matter to calculate
the other proportion we should test against, and see

Alternative level
set for similarity test

+1.65 S.E
: T
9
£
: X
5’ Chance
=2 - - - r-" -~ -~ -~ -~ - - - =-=- - = performance
level
AN
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OUTCOMES

Fig. 5.2 Difference testing and similarity testing outcomes. In
outcome one, the performance is at the chance level, so there is
obviously no difference. In the outcome, two performances are
above chance, but the 95% one-tailed confidence interval over-
laps the chance level, so no statistically significant difference is
found. This level would be below the tabulated critical number of
correct answers for that number of judges. In outcome three, the
level correct and the associated confidence level are now above

the chance level so a statistically significant difference is found.
In outcome four, the level correct is lower than the third exam-
ple, but the standard error has become smaller, due to an increase
of N, so the outcome is also significant. In the fifth example,
there is a significantly significant similarity, because the outcome
and its associated one-tailed confidence interval are below the
acceptable level based on the maximum allowable proportion of
discriminators.
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whether we are below that level. This is simply using
Abbott’s formula in reverse (Eq. (5.3)).

Tables H1 and H2 show critical values for signifi-
cant similarity in the triangle test and for the duo-trio.
Other tables are given in Meilgaard et al (2006). Here
is a worked example. Suppose we conduct a trian-
gle test with 72 panelists and 28 choose the correct
(odd) sample. Do we have evidence for significant
similarity? From Table Hl we see that for a crite-
rion of no more than 30% discriminators, the critical
value for a beta-risk of 10% is 32. Because we are
below this value, we can conclude that the products are
significantly similar.

If you examine these tables closely, you will note
that there is a very narrow window for some pro-
portions of discriminators and for a low number of
panelists. There are empty cells in the table since we
need a large panel size and low standard errors (small
confidence intervals) in order to squeeze our result and
the confidence interval between our test proportion and
the chance proportion. The chance proportion forms,
of course, a lower bound because it is not expected to
see performance below chance. Once again, as in our
power calculations, having a large sample size may be
necessary to protect against Type II error, and proba-
bly a larger number of judges than we employ in most
difference testing.

Let us look at this approach in some detail. The
method of similarity testing is based upon the compar-
ison of a maximum allowable proportion of discrim-
inators to a confidence interval around the observed
proportion correct. You can think of this test as involv-
ing three steps. First, we set an upper limit on the
proportion of acceptable discriminators. Note that
this involves professional judgment, knowledge of the
products, and the business situation regarding con-
sumer expectations about product consistency. It is not
found in any statistics book. This is the same process
as we discussed in Section 5.3 for choosing the size
of the difference we need to detect. Second, we trans-
late this into an expected percent correct by working
through Eq. (5.3). The test then compares the inferred
proportion plus its upper confidence interval to the
maximum allowable proportion you set first. If the cal-
culated value is less than the acceptable limit, we can
conclude statistically significant similarity.

Here is the derivation of the formula. There are
two items we need to know, the proportion cor-
rect we would expect, based on our proportion of

discriminators, and the confidence interval boundaries
around observed proportion correct given the num-
ber of judges. The proportion of discriminators and
proportion expected correct are calculated just as in
Eq. (5.3). The confidence interval of a proportion
is given by + Z (standard error), where Z = nor-
mal deviate for our desired level of confidence. For
an upper one-tailed confidence interval at 95%, Z =
1.65. Equation (5.5) shows the standard error of the
proportion, SE;, and Eq. (5.6) the confidence interval:

X/N){A —X/N) _ JpaIN

SE, = -

(5.5)
where X is the number correct, N is the total number of
judges, p = X/N and g = 1—p.

Closs, = (X/N) £ Z(SEy) (5.6)

where Z is the Z-score for 95% confidence. The
remaining step is to recast our confidence interval to
include the fact that we are working with a limit on the
number of discriminators, not the simple percent cor-
rect. For the triangle test, for example, the proportion
of discriminators, D/N, is 1.5(X/N)-0.5. Note that the
standard error associated with the proportion of dis-
criminators also is 1.5 times as large as the standard
error associated with our observed proportion. So, our
upper confidence interval boundary for discriminators
now becomes

Upper Clysg, = [1.5(X/N) — 0.5] + 1.645(1.5)
[X/NYI=X/N)
N
(5.7)

Here is a worked example. Suppose we do a tri-
angle test with 60 panelists, and 30 get the correct
answer. We can ask the following questions: What is
the best estimate of the number of discriminators? The
proportion of discriminators? What is the upper 95%
confidence interval on the number of discriminators?
What is the confidence interval on the proportion of
discriminators? Finally, could we conclude that there is
significant similarity, based on a maximum allowable
proportion of discriminators of 50%?

The solution is as follows: Let X = number correct,
D = number of discriminators, so X = 30 and N = 60.
We have 1.5(30)-0.5(60) = D or 15 discriminators, or
25% of our judges detecting the difference, as our best
estimate.
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The standard error is given by

=0.097 =9.7%

s \/ (30/60)[1 — (30/60)]
' 60

and the upper bound on the confidence interval is given
by Eq. (5.7), or z(SE) + proportion of discriminators =
1.65 (0.097) + 0.25 = 0.41 (or 41%).

So if our maximum allowable proportion of discrim-
inators was 50%, we would have evidence that 95% of
the time we would fall below this acceptable level. In
fact, we would have 41% discriminating or less, given
our observed percent correct of 50% which gives us our
calculated best estimate of discriminators at 25%. This
worked example is given to illustrate the approach.
For practical purposes, the tables shown in Meilgaard
et al. (2006) can be used as a simple reference without
performing these calculations.

A similar approach was taken by Schlich (1993).
He combined the questions of difference and similar-
ity by calculating simultaneous alpha- and beta-risks
for different panel sizes at the critical number correct
for significant differences. Some of these values are
shown in Table N. The table has two entries, one for the
required number of judges and a second for the critical
number correct at the crossover point. If the observed
number correct is equal to or higher than the tabulated
value, you can conclude that there is a significant dif-
ference. If the number correct in your test is lower, you
can conclude significant similarity, based on the allow-
able proportion of discriminators you have chosen as
an upper limit and the beta-risk. These tables can be
very useful, but they required that you adopt the speci-
fied panel size that is stipulated for the conditions you
have chosen for beta and proportion of discriminators.

5.6 The Two One-Sided Test Approach
(TOST) and Interval Testing

The notion that equivalence can be concluded from
a non-significant test, even with high test power,
has largely been rejected by the scientific commu-
nity concerned with bioequivalence (Bi, 2005, 2007).
For example, the FDA has published guidelines for
bioequivalence testing based on an interval testing
approach (USFDA, 2001). This kind of test demands
that the value of interest falls inside some interval

and thus is sometimes referred to as interval test-
ing. In general, this kind of testing is done on some
scaled variable, like the amount of a drug delivered
to the bloodstream in a certain specific period. Such
a scaled variable is different from most discrimination
tests, which are based on proportions, not some mea-
sured quantity that varies continuously. However, some
scaled sensory data may fall under this umbrella, such
as descriptive data or consumer acceptability ratings
on a hedonic scale. Discrimination tests and preference
tests are also amenable to this approach (Bi, 2006a;
MacRae, 1995).

Logically, an interval test can be broken down into
two parts, one test against an upper acceptable limit
and one test against a lower acceptable limit. This
is similar to finding some confidence intervals for an
acceptable range of variation. In the case of many dis-
crimination tests only the upper limit is of interest. The
situation can then be a single one-tailed test. For paired
comparison tests, the TOST method is described in
detail by Bi (2007). In this article he shows some dif-
ferences between the TOST estimates and the conven-
tional two-sided confidence interval approach. Some
authors recommend comparing the interval testing
approach at 100(1-«/2) to TOST because the interval
testing approach at 100(1-«) is too conservative and
lacks statistical power (Gacula et al., 2009).

For scaled data, we may wish to “prove” that our
test product and control product have mean values
within some acceptable range. This approach can be
taken with descriptive data, for instance, or acceptabil-
ity ratings or overall degree-of-difference ratings. Bi
(2005) described a non-central -test for this situation.
This is similar to a combination of -tests in which we
are testing that the observed difference between the
means falls within some acceptable limit. An example
of this approach is shown in Appendix at the end of this
chapter. For purposes of using these models for equiv-
alence, the sensory professional is advised to work
closely with a statistical consultant. Further informa-
tion on formal equivalence testing can be found in
Welleck (2003) and Gacula et al. (2009).

Alternatives to the TOST method have been given
by Ennis and Ennis (2010) and have some advantages
to TOST from a statistical perspective. An alternative
to TOST that is applicable to a non-directional 2-AFC
(e.g., a two-tailed 2-AFC, much like a paired prefer-
ence) has been proposed (Ennis and Ennis, 2010). Note
that under this approach, establishing an equivalence or
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parity situation usually requires a much larger sample
size (N) than simple tests for difference. Useful tables
derived from this theory are given in Ennis (2008). The
theory states that a probability value for the equiva-
lence test can be obtained from an exact binomial or
more simply from a normal approximation as follows:

oo (150) o (=427)

where phi (@) symbolizes the cumulative normal dis-
tribution area (converting a z-score back to a p-value),
theta (@) is the half-interval for parity such as £0.05,
and sigma (o) is the estimated standard error of the
proportion (square root of pg/N). x in this case is
the difference between the observed proportion and
the null (for 2-AFC, subtract 0.5). A worked exam-
ple is given in Chapter 13, Section 13.3.5. Note that
the tables given in Ennis (2008) are specific to the
2-AFC and may not be used for other tests such as the
duo—trio.

(5.8)

5.7 Claim Substantiation

A special case of equivalence testing arises when
a food or consumer product manufacturer wishes to
make a claim of equivalence or parity against a com-
petitor. Such a claim might take the form of a statement
such as “our product is just as sweet as product X.”
Because of the legal ramifications of this kind of test,
and the need to prove that the result lies within cer-
tain limits, large numbers of consumers are typically
required for such a test, with recommended sample
sizes from 300 to 400 as a minimum (ASTM, 2008a).
This is a different scenario than most simple dis-
crimination tests that use laboratory panels of 50-75
judges. The special case of proving preference equal-
ity (products chosen equally often in a preference test)
is discussed further in Chapter 19 on strategic research.

The simple case of a paired comparison test
(2-AFC) is amenable to this kind of analysis. As noted
above, Bi (2007) discussed the TOST approach to
equivalence for 2-AFC with worked examples. There
are two different statistical scenarios: In one case we
wish to make an equality claim, and in the second,
we want to make a claim that our product is “unsur-
passed.” The equality claim involves two tests, because
neither product can have more of the stated attribute

than another. The unsurpassed claim is a simple one-
tailed alternative and just requires showing that our
product is not significantly lower than the other prod-
uct. For both of these tests, we have to choose some
lower bound that we cannot cross. For example, a com-
mon criterion for the equality claim is that the true
population percentage in the paired test lies between
45 and 55% of choices. Thus a 5% difference is con-
sidered “close enough” or of no appreciable practical
significance.

The equality claim requires that neither one of
the products cross over the lower bound and can be
viewed as two one-tailed tests. Tables for the minimum
number allowable in such tests can be found in ASTM
(2008a). For the unsurpassed claim we are stating
that our product is not inferior or not lower in the
attribute in question. For this purpose the test takes the
following form of a simple binomial-approximation
Z-score:

_ (Pobs —0.45) — (1/2N)

1(0.45)(0.55)
N

where P,y is the proportion observed for your test
product. In the case of large sample sizes (N>200),
the value of the continuity correction, 1/2N, becomes
negligible. Note that this is a one-tailed test, so the
obtained Z must be greater than or equal to 1.645. If
the obtained Z is greater than that value, you have sup-
port for a claim that your product is not lower than the
competitor. In the case of our sweetness claim, we can
be justified in saying our product is “just as sweet.”

z (5.9)

5.8 Models for Discrimination: Signal
Detection Theory

In the preceding sections, we looked at the size of the
sensory difference in terms of the proportion of pan-
elists who could be discriminating in any given test.
The calculations are based on an adjustment for chance
correct guesses. However, the chance probability level
does not tell the whole story, because some tests are
harder or involve more variability than others, even at
the same chance probability level. As an example, the
triangle test is “more difficult” than the 3-AFC test,
because it is a more difficult cognitive task to find
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the odd sample (one that entails higher variability), as
opposed to simply choosing the strongest or weakest.
In this section, we will look at a more sophisticated
model in which this issue can be taken into account.
From this theory, we can derive a universal index of
sensory similarity or difference and one that takes into
account the difficulty or variability inherent in different
discrimination tests.

One of the most influential theories in psy-
chophysics and experimental psychology is signal
detection theory (SDT). The approach grew from the
efforts of engineers and psychologists who were con-
cerned with the decisions of human observers under
conditions that were less than perfect (Green and
Swets, 1966). An example is the detection of a weak
signal on a radar screen, when there is additional visual
“noise” present in the background. Mathematically,
this theory is closely related to an earlier body of the-
ory developed by Thurstone (1927). Although they
worked in different experimental paradigms, credit
should be given to Thurstone for the original insight
that a scaled difference could be measured based
on performance and error variability. Although signal
detection usually deals with threshold-level sensations,
any question of perceived differences (when such dif-
ferences are small) can be addressed by SDT. For a
good introduction to SDT, the book on psychophysics
by Baird and Noma (1978) is useful and for a more
detailed look, Macmillan and Creelman (1991) is rec-
ommended.

5.8.1 The Problem

In traditional threshold experiments, the physical
strength of a weak stimulus is raised until the level is
found where people change their responses from “No,
I do not taste (or smell, see, hear, feel) anything” to
“Yes, now I do.” This is the original procedure for the
method of limits (see Chapter 2). The difficulty in such
an experiment is that there are many biases and influ-
ences that can affect a person’s response, in addition
to the actual sensation they experience. For example,
they may expect a change in sensation and antici-
pate the level where something will be noticeable.
Conversely, a person might adopt a very conserva-
tive stance and want to be very sure that something

is clearly perceivable before they respond. An exam-
ple in industry might be in quality control, where the
mistaken rejection of a batch of product could incur a
large cost if the batch has to be reworked or discarded.
On the other hand, a high-margin upscale product with
a brand-loyal and knowledgeable consumer base might
require narrower or more stringent criteria for product
acceptance. Any sensory problem at all might cause
rejection or retesting of a batch. The criterion for rejec-
tion would cast a wider net to be sure to catch potential
problem items before they can offend the brand-loyal
purchasers.

So a decision process is layered on top of the actual
sensory experience. A person may set a criterion that
is either conservative or lax in terms of how much evi-
dence they need to respond positively. Here is a simple
example of a decision process involved in perception:
Suppose you have just purchased a new pair of stereo
headphones. It is the end of a long work week and you
have gone home to enjoy your favorite music in a com-
fortable chair. As you settle in and turn the music up
very loud, you think the phone might be ringing. Let
us consider two scenarios: In one case, you are expect-
ing a job offer following a successful interview. Do
you get up and check the phone? In another case you
are expecting a relative to call who wants to borrow
money. Do you get up? What are the relative payofts
and penalties associated with deciding that the phone
has actually rung? What does it take to get you up out
of that comfortable chair?

5.8.2 Experimental Setup

In a classic signal detection experiment, two levels
of a stimulus are to be evaluated, for example, the
background or blank stimulus called the “noise” and
some weak but higher level of stimulus intensity near
threshold called the “signal” (Baird and Noma, 1978;
Macmillan and Creelman, 1991) Stimuli are presented
one at a time and the observer would have to respond
“Yes, I think that is a case of the signal,” or “No, I
think that is the case of the noise.” So far this resembles
the A, not-A test in sensory evaluation. Both signal
and noise would be presented many times and the data
would be tabulated in a two-by-two response matrix
as shown in Fig. 5.3. Over many presentations, some
correct decisions would be made when a signal is in
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Response
“YES” “NO!!

Signal

presented HIT Miss
Actual
Trial
Noi False Correct

oise Y
presented alarm rejection

Fig. 5.3 The stimulus-response matrix for a signal detection
experiment. The hit rate is the proportion of times the subject
responds “yes” or “signal” when in fact the signal was presented.
The false alarm rate is the proportion of noise trials when the
subject also responds “yes” or “signal” (noise presented). These
two outcomes define the response space since the misses are the
total of the signal trials (which the experimenter has designed
into the study) minus hits, and the correct rejections are likewise
the number of noise trials minus false alarms (there is only one
degree of freedom per row).

fact presented and these are called “hits” in signal
detection terminology. Since the stimuli are confus-
able, sometimes the observer would respond positively
on noise trials as well, mislabeling them as signal.
These are called “false alarms.” There are also situa-
tions in which the signal is presented and the observer
fails to call it a signal (a “miss”) and cases in which the
noise trial is correctly labeled a noise trial. However,
since we have set up the experimental design and know
how many signal and noise trials we have presented,
the total number of signal trials is equal to the hits plus
misses and the total number of noise trials equals false
alarms plus correct rejections. In other words, there is
only one degree of freedom in each row and we can
define the observer’s behavior by examining only hit
and false alarm rates.

5.8.3 Assumptions and Theory

The theory makes a few sensible assumptions (Baird
and Noma, 1978; Green and Swets, 1966). Over
many trials, the sensations from signal and noise
are normally distributed with equal variance. That is,

cutoff or
criterion

noise
distribution

signal + noise
distribution

Frequency or Probability

Perceived Signal Strength ——»

Fig. 5.4 Signal detection assumptions include normally dis-
tributed experiences from signal and noise trials, with equal
variance and the establishment of a stable criterion or cutoff
level, above which the subject responds “yes” and below which
the subject responds “no”.

sometimes a more intense sensation will be felt from
the signal, and sometimes a weaker sensation, and
over many trials these experiences will be normally
distributed around some mean. Similarly the noise
trials will sometimes be perceived as strong enough
so that they are mistakenly called a “signal.” Once
the observer is familiar with the level of sensations
evoked, he or she will put a stable criterion in place.
When the panelist decides that the sensation is stronger
than a certain level, the response will be “signal” and
if weaker than a certain amount a “noise” response
will be given. This situation is shown in Fig. 5.4.
Remember that the panelist does not know if it is a
signal or noise trial, they just respond based on how
strong the sensation is to them.

Variabilities in the signal and noise are reasonable
assumptions. There is spontaneous variation in the
background level of activity in sensory nerves, as well
as variance associated with the adaptation state of the
observer, variation in the stimulus itself, and perhaps
in the testing environment. The greater the overlap in
the signal and noise distributions, the more difficult the
two stimuli are to tell apart. This shows up in the data
as more false alarms relative to the occurrence of hits.
Of course, in some situations, the observer will be very
cautious and require a very strong sensation before
responding “yes, signal.” This will not only minimize
the false alarm rate but also lower the hit rate. In other
situations, the observer might be very lax, and respond
“yes” a lot, producing a lot of hits, but at the cost of
increased false alarms. The hit and false alarm rates
will co-vary as the criterion changes.
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Now we need to connect the performance of the
observer (Fig. 5.3) to the underlying scheme in Fig. 5.4
to come up with a scaled estimate of performance and
one that is independent of where observers set their
particular criteria for responding. The separation of
the two distributions can be specified as the difference
between their means and the unit of measurement as
the standard deviations of the distributions (a conve-
nient yardstick). Here is the key idea: The proportion
of signal trials that are hits corresponds to the area
underneath the signal distribution to the right of the
criterion, i.e., the sensation stronger than our cutoff, so
response is “yes” to a signal presentation. Similarly,
the proportion of false alarm trials represents the tail
of the noise distribution to the right of the cutoff, i.e.,
sensations stronger than criterion but drawn from the
noise experiences. This scheme is shown in Fig. 5.5.

All we need to estimate, then, is the distance from
the criterion level or cutoff to the mean of each
distribution. These can be found from the z-scores
relating the proportion to the distance in standard
deviation units. Since we know the relationship
between proportions and z-scores, the two distances

cutoff

Respond “NO” Respond “YES”
2
® . signal+noise
8 noise e
° distribution, distribution
a
5
2 shaded area =
g proportion of hits
=1
o
o
w
e
Perceived Signal Strength —»
cutoff
Respond “NO” Respond “YES”
2
= signal+noise
e noise distribution
8 distribution
o
5
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S proportion of false
S alarms
=3
o
('S

Perceived Signal Strength —»

Fig. 5.5 Signal and noise distributions are shaded to show
the area corresponding to the proportions of hits and false
alarms, respectively. These proportions can then be converted to
z-scores.

cutoff
Respond “NO” Respond “YES”
z, false hit
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d', distance between distributions
expressed as difference of means
in standard deviation units

= Z (hits) - Z (false alarms)

Fig. 5.6 How d’ is calculated based on the signal detection
scheme. Using the conversion of proportions (areas) to z-scores,
the overall difference (d’, pronounced “d prime”) is given by the
z-value for hits minus the z-value for false alarms.

can be estimated, and then summed, as shown in Fig.
5.6. Due to the way that z-scores are usually tabulated,
this turns out to be a process of subtraction and the
value of sensory difference called d’ (“d-prime”) is
equal to the z-score for the proportion of hits minus
the z-score for the proportion of false alarms.

5.8.4 An Example

The great advantage of this approach is that we
can estimate this sensory difference independently of
where the observer sets the criterion for responding.
Whether the criterion is very lax or very conservative,
the hit and false alarm z-scores will change to keep
d’ the same. The criterion can slide around, but for a
given set of products for the same panelist, the differ-
ence between the two distributions remains the same.
When the criterion is moved to the right, fewer false
alarms result and also fewer hits. (Note that the z-score
will change sign when the criterion passes the mean of
the signal distribution). If the criterion becomes very
lax, the hit and false alarm rates will both go up and
the Z-score for false alarms will change sign if the
proportion of false alarms is over 50% of the noise
trials. Table 5.2 may be used for conversion of propor-
tions of hits and false alarms to z-scores. Figure 5.7
shows a criterion shift for two approximately equal
levels of discriminability. The upper panel shows a
conservative criterion with only 22% hits and 5% false
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Table 5.2 Proportions and Z-scores for calculation of d’

Proportion Z-score Proportion Z-score Proportion Z-score Proportion Z-score
0.01 —2.33 0.26 —0.64 0.51 0.03 0.76 0.71
0.02 —2.05 0.27 —0.61 0.52 0.05 0.77 0.74
0.03 —1.88 0.28 —0.58 0.53 0.08 0.78 0.77
0.04 —1.75 0.29 —0.55 0.54 0.10 0.79 0.81
0.05 —1.64 0.30 —0.52 0.55 0.13 0.80 0.84
0.06 —1.55 0.31 —0.50 0.56 0.15 0.81 0.88
0.07 —1.48 0.32 —-047 0.57 0.18 0.82 0.92
0.08 —1.41 0.33 —0.44 0.58 0.20 0.83 0.95
0.09 —1.34 0.34 —-041 0.59 0.23 0.84 0.99
0.10 —1.28 0.35 —0.39 0.60 0.25 0.85 1.04
0.11 —1.23 0.36 —0.36 0.61 0.28 0.86 1.08
0.12 —1.18 0.37 —-0.33 0.62 0.31 0.87 1.13
0.13 —1.13 0.38 —0.31 0.63 0.33 0.88 1.18
0.14 —1.08 0.39 —0.28 0.64 0.36 0.89 1.23
0.15 —1.04 0.40 —-0.25 0.65 0.39 0.90 1.28
0.16 —0.99 0.41 —-0.23 0.66 0.41 0.91 1.34
0.17 —0.95 0.42 —0.20 0.67 0.44 0.92 1.41
0.18 —0.92 0.43 —0.18 0.68 0.47 0.03 1.48
0.19 —0.88 0.44 —0.15 0.69 0.50 0.94 1.55
0.20 —0.84 0.45 —0.13 0.70 0.52 0.95 1.64
0.21 —0.81 0.46 —-0.10 0.71 0.55 0.96 1.75
0.22 —-0.77 0.47 —0.08 0.72 0.58 0.97 1.88
0.23 —0.74 0.48 —0.05 0.73 0.61 0.98 2.05
0.24 —-0.71 0.49 —0.03 0.74 0.64 0.99 2.33
0.25 —0.67 0.50 0.00 0.75 0.67 0.995 2.58
Very Strict Criterion Z,FA
< Z, HITS
“NO” I: “YES”

Proportion of Hits = 22%
Proportion of False Alarms = 5%
Z (hits) =-0.77
Z (FA)=-1.64
d'=-.77-(-1.64) =0.87

\

Very Lax Criterion

Z, HITS
“NO”

Proportion of Hits = 90%
Proportion of False Alarms = 66%
Z (hits) = 1.28

Z (FA) = 0.41
d'=1.28-0.41=0.87

_/

“YES”

Fig.5.7 The measure of sensory difference, d’, will remain con-
stant for the same observer and the same stimuli, even though the
criterion shifts. In the upper case, the criterion is very strict and
the observer needs to be sure before responding “yes” so there is

a low proportion of hits but also a low proportion of false alarms.

In the lower panel the subject sets a lax criterion, responding
“yes” most of the time, catching a lot of hits, but at the expense
of many false alarms.
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alarms. Referring to Table 5.2, the Z-scores for these
proportions are —0.77 and —1.64, respectively, giving
a d' value of —0.77—(-1.64) or +0.87. The lower panel
illustrates a less conservative mode of responding, with
90% hits and 66% false alarms. Table 5.2 shows the Z-
scores to be 1.28 and 0.41, again giving a d’ of 0.87.

In other words, the d’ does not change, even though
the criterion has shifted. This theory permits a deter-
mination of the degree of sensory discriminability,
regardless of the bias or criterion of the observer. In the
next section, we will examine how the theory can be
extended to include just about any discrimination test.

5.8.5 A Connection to Paired
Comparisons Results Through
the ROC Curve

How can we connect the SDT approach to the kinds of
discrimination tests used in sensory evaluation? One
way to see the connection is to look at the receiver
operating characteristic or ROC curve. This curve
defines a person’s detection ability across different set-
tings of the criterion. In the ROC curve, hit rate in
different situations is plotted as a function of false
alarm rate. Figure 5.8 shows how two observers would
behave in several experiments with the same levels of
the stimulus and noise. Payoffs and penalties could
be varied to produce more conservative or more lax
behaviors, as they often were in the early psychophysi-
cal studies. As criterion shifts, the performance moves
along the characteristic curve for that observer and for
those particular stimuli. If the hit rate and false alarm
rates were equal, there is no discrimination of the two
levels, and d’ is zero. This is shown by the dotted diag-
onal line in the figure. Higher levels of discrimination
(higher levels of d') are shown by curves that bow more
toward the upper left of the figure. Observer 2 has a
higher level of discrimination, since there are more hits
at any given false alarm rate or fewer false alarms at a
given hit rate. The level of discrimination in this figure,
then is proportional to the area under the ROC curve
(to the right and below), a measure that is related to d’.
Note that the dotted diagonal cuts off one-half of the
area of the figure. One-half (50%) is the performance
you would expect in a paired comparison test if there
were no difference between the products. From this
you can see that there should be a correspondence

between the area under the ROC curve (which is pro-
portional to d’) and the performance we would expect
in a 2-AFC or paired comparison test. Results from
other kinds of discrimination tests such as the triangle,
duo-trio, and 3-AFC can be mathematically converted
to d’ measures (Ennis, 1993).

5.9 Thurstonian Scaling

Thurstone was dealing with the kinds of studies done in
traditional psychophysics, like the method of constant
stimuli (see Chapter 2). This method is basically just a
series of paired comparisons against a constant or stan-
dard stimulus. Thurstone realized that if you got 95%
correct in a paired test, the sensory difference ought to
be bigger than if you only got 55% correct. So he set
out to come up with a method to measure the degree of
difference, working from the percent correct in a paired
test. In doing this he formulated a law of comparative
judgment (Thurstone, 1927).

5.9.1 The Theory and Formulae

Thurstone’s law of comparative judgment can be para-
phrased as follows: Let us assume that the panelist
will compare two similar products, A and B, over sev-
eral trials and we will record the number of times A
is judged stronger than B. Thurstone proposed that
the sensory events produced by A and B would be
normally distributed. Thurstone called these percep-
tual distributions “discriminal dispersions,” but they
are analogous to the distributions of signal and noise
events in the yes/no task. The proportion of times A is
judged stronger than B (the datum) comes from a pro-
cess of mental comparison of the difference between
the two stimuli. Evaluating a difference is analogous
to a process of subtraction. Sometimes the difference
will be positive (A stronger than B) and sometimes
the difference will be negative (B stronger than A)
since the two items are confusable. One remaining
question is how the sampling distribution for these
differences would arise from the two underlying dis-
criminal dispersions as shown in Fig. 5.9. The laws of
statistics can help here, since it is possible to relate
the difference sampling distribution (lower curve) to
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ROC Curve - Differing Sensitivities

Greater sensitivity
forms a curve that bows

more severely to the upper IeftI

Observer 1

At the same hit rate,
observer 1 has lower false alarms.

At the same false alarm rate,
observer 1 has more hits

p (HITS)

/

Observer 2

d’ = 0 is shown by a diagonal ROC.

/ This leaves 50% of the area of the box

to the lower left.

p( False Alarms)

The area under the ROC curve is another measure of discrimination.
Also, there is a relationship between this measure and forced-choice data.
(Area under the curve is approximately what would happen in 2 -AFC).

Fig. 5.8 The ROC curve, or receiver operating characteristic,
shows the behavior of a single individual under various crite-
rion shifts, plotting the proportion of hits against the proportion
of false alarms. Better discrimination (higher ') is shown by
a curve that bows more toward the upper left corner. Thus
observer 1 has better performance and better discrimination abil-
ity than observer 2. The area under the ROC curve (to the right
and below) is another measure of discrimination and can be

the sensory events depicted by the upper distribu-
tions. This statistical result is given by the following

equation:
Saiff = /S + S2 + 2rS,Sp (5.10)
Miifference = Z S§ + S[Z’ + 2rSaSp (5.11)

where M is the difference scale value, Z is the z-score
corresponding to the proportion of times A is judged
stronger than B, and S, and Sy are the standard devi-
ations of the original discriminal dispersions. The “r”
represents the correlation between sensations from A

and B, which might be negative in the case of contrast

converted to d’ values. Note that the diagonal describes no dis-
crimination, when hits always equal the rate of false alarms. Also
note that the area of the box below and to the right is 50% which
would be the performance in a paired test or 2-AFC when there
is no difference. Thus the area under the ROC curve is expected
to be proportional to the performance one would observe with a
given observer and a given pair of stimuli in a 2-AFC test.

or positive in the case of assimilation. If we make
the assumptions that S; and S, are equal and r = 0
(no sequential dependency of the two stimuli) then the
equation simplifies to

M =728 (5.12)
where S is the common standard deviation. These sim-
plified assumptions are referred to as “Thurstone’s
Case V” in the statistical literature (Baird and Noma,
1978). The mean of the difference scores is statisti-
cally the same as the difference of the two means. So
to get to d’, which is the mean difference divided by
the original standard deviation, we have to multiply
our z-score (from the percent correct) by the square



5 Similarity, Equivalence Testing, and Discrimination Theory

118
Stimuli: (a)

z JI\ /I

&

.'a ? P

E ’ Original

[ Discriminal

o Dispersions

=

o

>

1)

c

)

3

o

[

2

w

Perceived Signal Strength—»

z z

3 Difference oA The hatched area

[ Sampling < > corresponds to the percent
-g Distributi of judgments of B>A in a
= Istridution paired comparison or
-} forced-choice procedure.
5

>

)

c

)

3

o

@

2

w

“0"
Perceived Difference —»

Fig. 5.9 The Thurstone model proposes that the proportion of
times one stimulus is judged greater than another is predicted by
a difference sampling distribution, which in turn arises from the
sensory variability and degree of overlap in the original stimuli.

root of 2. In other words, the z-score value is smaller
than what would be estimated from the d’ of the yes/no
signal detection experiment by the square root of two
(Macmillan and Creelman, 1991). The distance of the
mean from an arbitrary zero point can be determined
by a z-score transformation of the proportion of times
A is judged stronger than B. We can conveniently work
with the zero point as the mean of distribution for the
weaker of the two stimuli (Baird and Noma, 1978).
Like d', this gives us a measure that is expressed in
standard deviation units.

5.9.2 Extending Thurstone’s Model
to Other Choice Tests

We can extend this kind of scale value to any kind of
choice test and tables have been published for various
conversions of percent correct to d’ or delta values (Bi,
2006a; Ennis, 1993; Frijters et al., 1980; Ura, 1960).
Delta is sometimes used to refer to a population vari-
able (rather than d" which is a sample statistic) but the
meaning is the same in terms of the sensory difference

it describes. Other theorists saw the applicability of
a signal detection model to forced-choice data. Ura
(1960) and Frijters et al. (1980) published the mathe-
matical relationships to relate triangle test performance
to d’ as well as other test procedures commonly used
in food science.

Ennis (1990, 1993) has examined Thurstonian mod-
els as one way of showing the relative power of
difference tests. Like Frijters, he showed that for
a given level of scaled difference a lower level of
percent correct is expected in the triangle test, as
opposed to the 3-AFC test. On the basis of the vari-
ability in judging differences versus intensities, one
expects higher performance in the 3-AFC test. This
has become famous as the “paradox of the discrimi-
natory non-discriminators” (Byer and Abrams, 1953;
Frijters, 1979). In the original paper, Byer and Abrams
noted that it was possible for many panelists to answer
incorrectly under the triangle test instructions, but still
accurately choose the strongest sample when it was
the odd one (or the weakest when it was the odd one).
An example of how this could occur is shown in Fig.
5.10. That is, for the 3-AFC instructions, there was
a higher percent correct. Frijters (1979) was able to
show that the different percents correct for the tri-
angle and 3-AFC in Byer and Abram’s data actually
yielded the same d’ value, hence resolving the apparent

(A graphic example of the paradox)
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In triangle test, triad (A, A', B) is incorrectly judged in above example since
difference of A and A' is not the smallest comparison (B is not the outlier).

In the 3-AFC test, B is correctly chosen as the strongest stimulus.

Fig. 5.10 An example of the paradox of the discriminatory
non-discriminators. In a hypothetical triad of products, the odd
sample, B, is chosen as the strongest sample, a correct answer
for the 3-AFC test. However, one of the duplicate samples, A,
is momentarily perceived as the outlier, leading to an incorrect
choice as the odd sample under the triangle test instructions.
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paradox. Delwiche and O’Mahony (1996) demon-
strated that similar predictions can be made for tetradic
(four-stimulus procedures).

The ability to reconcile the results from different
experimental methods and convert them to a common
scale is a major advantage of the signal detection and
Thurstonian approaches (Ennis, 1993). Studies con-
tinue to show the constancy of d' estimates across
tasks and methods (Delwiche and O’Mahony, 1996;
Stillman and Irwin, 1995), although there are occa-
sional exceptions where other factors come into play
to complicate the situation and require further model
development (Antinone et al., 1994; Lawless and
Schlegel, 1984). Applying the correct Thurstonian
model requires that you understand the cognitive strat-
egy of the panelist (O’Mahony et al., 1994). For
example, am I looking for the smallest of three pairs
of differences (a triangle strategy for finding the odd
sample) or am I trying to discern the strongest of three
intensities (a 3-AFC “skimming” strategy)? If one has
a different strategy for a given test method or task,
the resulting &' value will not reflect what people are
actually doing in the test. For example, if a number of
panelists are “skimming” for the strongest sample, but
have been given triangle instructions, the d will not
make sense if taken from the triangle test tables.

Another complicating factor concerns sequential
effects in groups of products that are presented at the
same time. The discriminability of two items depends
not only on the relative strength of signal versus noise
sensations but also on the sequence in which items
are presented. Thus a strong stimulus following a
weak one (signal after noise trial) may give a stronger
sensation of difference than a noise trial following a
signal trial. O’Mahony and Odbert (1985) have shown
how this leads to better performance for some discrim-
ination tests over others in a theory called “sequen-
tial sensitivity analysis.” Ennis and O’Mahony (1995)
showed how sequential effects can be incorporated
into a Thurstonian model. Another factor concerns
the fact that most foods are multi-dimensional and
the simple SDT and Thurstone models are usually
formalized as a one-dimensional variation. Ennis and
Mullen (1986) using a multivariate model showed
how variation in irrelevant dimensions could degrade
performance.

The important conclusion for sensory professionals
to draw from this theory is that the common tests for
overall difference, e.g., the triangle and duo-trio, are

not very sensitive tests. That is, for a given d' value, a
much larger panel size needs to be tested to be sure that
the difference is detected by the test. This is in compar-
ison to the forced-choice procedures such as the paired
comparison and 3-AFC tests which will detect a sta-
tistically significant difference for a given d’ at much
smaller panel sizes (Ennis, 1993). Put a different way,
for a given panel size, the triangle test could easily miss
a difference that the 3-AFC test would detect, as seen
in the Byer and Abrams “paradox.” Unfortunately,
when an ingredient or processing change is made in
a complex food, one cannot always predict any simple
singular attribute to use for the AFC tests, nor perhaps
even overall strength of flavor, taste, etc. So the sen-
sory professional is stuck using the less sensitive type
of test. In the face of a statistically significant result,
this is not a problem. But if the equivalence decision is
based on a non-significant test outcome, the decision
to conclude equivalence can be very risky.

5.10 Extensions of the Thurstonian
Methods, R-Index

5.10.1 Short Cut Signal Detection
Methods

One additional method deserves mention in the appli-
cation of signal detection models to the discrimination
testing situation. A practical impediment to the appli-
cation of signal detection theory to foods has been
the large number of trials necessary in the traditional
yes/no signal detection experiment. With foods, and
especially in applied difference testing, it has rarely
been possible to give the large numbers of trials to each
subject needed to accurately estimate an individual’s d’
value.

O’Mahony (1979) saw the theoretical advantage
to signal detection measures, and proposed short-cut
rating scale methods to facilitate the application of sig-
nal detection in food evaluations. The R-index is one
example of an alternative measure developed to pro-
vide an index of discrimination ability but without the
stringent assumptions entailed by ', namely equal and
normally distributed variances from signal and noise
distributions. The area under the ROC curve is another
measure of discrimination that does not depend upon
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the exact forms of the signal and noise distributions
(see Fig. 5.8). The R-index is one such measure and
converts rating scale performance to an index related to
the percentage of area under the ROC curve, a measure
of discrimination. It also gives an indication of what
we would expect as performance in two-alternative
forced-choice task, which is of course, mathematically
related to d'.

5.10.2 An Example

Here is an example of the R-index approach. In a
typical experiment, 10 signal and 10 noise trials are
given. Subjects are pre-familiarized with signal stim-
uli (called “A”) and noise stimuli (called “B” in this
example). Subjects are asked to assign a rating scale
value to each presentation of A and B, using labels
such as “A, definitely,” “A, maybe”, “B, maybe” and
“B, definitely.”

For a single subject, performance on the 20 trials
might look like this:

Ratings

A, definitely A, maybe B, maybe B, definitely

Signal 5 2 2 1
presented

Noise 1 2 3 4
presented

Obviously, there is some overlap in these distributions
and the stimuli are somewhat confusable.

R is calculated as follows: Pair every rating of the
signal with every rating of the noise as if there were
paired comparisons. In this example, there are 10 x 10
or 100 hypothetical pairings. R calculates how many
times would the signal “A” be identified correctly or
called the stronger of the pair. First, we consider the
five cases in which signal (A) was rated “A, definitely.”
When paired against the (2 + 3 + 4 =) 9 cases in
which the noise trial (B) received a lower rating (i.e.,
noise was judged less like “A” than signal), 45 cor-
rect judgments would have been made if there were
actually paired tests. For the five cases in which the
signal was “A, definitely” were paired with noise rated
“A, definitely,” there are five ties (5 x 1), so we pre-
sume that half the trials (2.5) would be correct and half
incorrect if a choice were forced. We then to continue

to make these hypothetical pairings of each rating of
A with ratings of B, based upon the frequencies in
each cell of our matrix. Thus the ratings of signal
as “A, maybe” give 2 x 7 = 14 “correct” pairings
(i.e., A rated higher than B) and the ratings of signal
as “B, maybe” give 2 x 4=8 correct pairings. There
are 17 total ties (counted as 8.5 correct pairings). The
R-index, then is 45 + 14 + 8 + 8.5 (for ties) = 75.5.
In other words, our best guess about the total percent
correct in a two-alternative forced-choice task like a
paired comparison test would be about 75.5%.

This result indicates a slight degree of difference
and that this pair of items is sometimes confusable.
Obviously, as the two stimuli have less overlapping
response patterns, there is better discrimination and a
higher R-value. Remember that this would correspond
to 75.5% of the area below the ROC curve for this per-
son. Taking a z-score and multiplying by the square
root of 2 gives us a d’ of 0.957 (Bi, 2006b). This value,
close to one, also suggests that the difference is above
threshold but not very clear. Statistical tests for the
R-index, including confidence intervals for similarity
testing are given in Bi (2006b).

As in other signal detection methods, the R-index
allows us to separate discrimination performance from
the bias or criterion a person sets for responding.
For example, we might have an observer who is
very conservative and calls all stimuli noise or labels
them “B” in our example. If the observer assigned
all A-trials (signals) to “B, maybe” and all B-trials
(noise) to “B, definitely” then the R-index would equal
100, in keeping with perfect discrimination. The fact
that all stimuli were considered examples of “B” or
noise shows a strong response bias, but this does not
matter. We have evidence for perfect discrimination
due to the assignment of the two stimuli to differ-
ent response classes, even though the observer was
very biased to use only one part of the rating scale.
Another advantage of R-index methods is that far
fewer trials need be given as compared with the yes/no
procedure.

5.11 Conclusions

A common issue in applied sensory testing is whether
the experimental sample is close enough to a control
or standard sample to justify a decision to substitute
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it for the standard. This is an exceedingly difficult
question from a scientific perspective, since it seems
to depend upon proving a negative, or in statistical
terms, on proving the null hypothesis. However, fail-
ure to reject the null can occur for many reasons. There
may be truly no difference, there may be insufficient
sample size (N too low), or there may be too much
variability or error obscuring the difference (standard
deviations too high). Since this situation is so ambigu-
ous, in experimental science we are usually justified in
withholding a decision if we find no significant effect.
Statisticians often say “there is insufficient evidence
to reject the null” rather than “there is no significant
difference.” However, in industrial testing, the non-
significant difference can be practically meaningful in
helping us decide that a sample is like some control, as
long as we have some knowledge of the sensitivity and
power of our test. For example, if we know the track
record of a given panel and test method for our partic-
ular product lines, we can sometimes make reasonable
decisions based on a non-significant test result.

An alternative approach is to choose some accept-
able interval of the degree of difference and see
whether we are inside that interval or below some
acceptable limit. This chapter has approached the
degree-of-difference issue from two perspectives. The
first was to convert our percent correct to an adjusted
percent correct based on the traditional correction for
guessing given by Abbott’s formula. This allows us to
estimate the percent of people actually discriminating,
assuming a simple two-category model (either you see
the difference or you guess). The second approach is
to look at the degree of difference, or conversely the
power of the test to detect that difference, as a func-
tion of a Thurstonian scaled value such as delta or d'.
This value provides a more universal yardstick for sen-
sory differences, as it takes into account the difficulty
or variability inherent in the test, and also the cognitive
strategy of the panelist in different tasks.

Note that there is an important limitation to the
correction-for-guessing models. The guessing model
and the Thurstonian model have different implications
regarding the difficulty of the triangle and 3-AFC test.
The guessing model only considers the proportion cor-
rect and the chance performance rate in estimating
the proportion of discriminators. For the same propor-
tion correct in the triangle and the 3-AFC test, there
will be the same estimated proportion of discriminators
since they have the same chance probability level (1/3).

However, the Thurstonian/SDT model tells us that the
triangle test is harder. For the same proportion correct
in an experiment, there must be much better discrim-
inability of the items to achieve that level in the triangle
test. In other words, it was necessary for the products
to be more dissimilar in the triangle test—since the tri-
angle test is harder, it took a bigger difference to get
to the observed proportion, as opposed to the 3-AFC.
Obviously, being a “discriminator” in a triangle test
requires a larger perceptual difference than being a dis-
criminatory in 3-AFC. So the notion of discriminators
is specific to the method employed. However, in spite
of this logical limitation, the correction-for-guessing
approach has some value in helping to make decisions
about sample size, beta-risk, and power estimation. As
long as one is always using the same test method, the
problem of different d’-values need not come into play.

The use of d’ as a criterion has an important limiting
factor as well. The variance of a d’ value is given as the
value of a B-factor divided by N, the number of judges
or observations (ASTM, 2008b) (see Table O for val-
ues of B). Unfortunately, the B-factor passes through a
minimum near a d or 2.0 and starts to increase again
as d’ approaches zero. This makes it difficult, from any
practical perspective, to find a significant difference
between some d' that you might choose as an accept-
able upper limit and a low level of d’ that you may
find in the test you perform. For all practical purposes,
testing an obtained d’ against a d’ limit less than 1.5 is
not very efficient and demonstrating that a d’ is signif-
icantly lower than 1.0 is very difficult given the size of
most discrimination testing panels (N = 50-100). For
this reason, conclusions about similarity using d’ need
to be based on simple rules-of-thumb, for example, by
comparing the level of d’ to those that have previously
been found to be acceptable (see ASTM (2008b) for
further discussion).

In conclusion, we offer the following guidelines
for those seeking evidence of sensory equivalence or
similarity: First, apply the common sense principles
discussed at the beginning of this chapter. Make sure
you have a sensitive test instrument that is capable
of detecting differences. If possible, include a control
test to show that the method works or be prepared to
illustrate the track record of the panel with previous
results. Second, do power and sample size calculations
to be sure you have an adequate panel size and ade-
quate appreciation of what the test is likely to detect
or miss. Third, get management to specify how much
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of a difference is acceptable. A company with a long
history of difference or equivalence testing may have a
benchmark d’, a proportion of discriminators or some
other benchmark or degree of difference that is accept-
able. Fourth, adopt one of the statistical approaches
such as a similarity test, interval testing (see Ennis and
Ennis, 2010, for a new approach), or TOST to prove
that you are below (or within) some acceptable limit
of variation. Finally, be aware of the power of your
test to detect a given degree of difference. The best
measures of degree of difference from choice tests are
given by the Thurstonian delta or d’ values which are
independent of the particular test method.

Appendix: Non-Central t-Test for
Equivalence of Scaled Data

Bi (2007) described a similarity test for two means, as
might come from some scaled data such as acceptabil-
ity ratings, descriptive panel data, or quality control
panel data. The critical test statistic is Tay after the
original authors of the test, Anderson and Hauck. If
we have two means, M| and M>, from two groups of
panelists with N panelists per group and a variance
estimate, S, the test proceeds as follows:

M, — M
Ty = ———2 (5.13)
s«/2/N

The variance estimate, S, can be based on the two
samples, where

2 2
_ 51+
N

52 (5.14)

and we must also estimate a non-centrality parame-
ter, J,

5= Do (5.15)
"~ sJ2/N '
where A, is the allowable difference interval.
The calculated p-value is then
p = t(Taul — ) — tu(— [Taul — 3) (5.16)

and t, is the p-value from the common central
t-distribution value for v = 2(N-1) degrees of freedom.
If p is less than our cutoff, usually 0.05, then we can
conclude that our difference is within the acceptable
interval and we have equivalence.

For paired data, the situation is even simpler, but
in order to calculate your critical value, you need
a calculator for critical points of the non-central
F-distribution, as found in various statistical packages.

To apply this, perform a simple dependent samples
(paired data) t-test. Determine the maximum allowable
difference in terms of the scale difference and normal-
ize this by stating it in standard deviation units. The
obtained value of ¢ is then compared to the critical
value as follows:

C=+F (5.17)
where the F value corresponds to a value for the non-
central F-distribution for 1, N-1 degrees of freedom,
and a non-centrality parameter, given by N(e), and (¢)
is the size of the critical difference in standard devia-
tion units. If you do not have easy access to a calculator
for the critical values of a non-central F, a very useful
table is given in Gacula et al. (2009) where the value
of T may be directly compared to the critical value
based on an alpha level of 0.05 and various levels of (¢)
(Appendix Table A.30, pp. 812-813 in Gacula et al.,
2009). The absolute value of the obtained #-value must
be less than the critical C value to fall in the range of
significant similarity or equivalence.

Worked examples can be found in Bi (2005) and
Gacula et al. (2009).

References

ASTM. 2008a. Standard guide for sensory claim substantia-
tion. Designation E-1958-07. Annual Book of Standards,
Vol. 15.08. ASTM International, West Conshohocken, PA,
pp. 186-212.

ASTM. 2008b. Standard practice for estimating Thurstonian
discriminal differences. Designation E-2262-03. Annual
Book of Standards, Vol. 15.08. ASTM International, West
Conshohocken, PA, pp. 253-299.

Amerine, M. A., Pangborn, R. M. and Roessler, E. B. 1965.
Principles of Sensory Evaluation of Food, Academic Press,
New York, pp. 437-440.

Antinone, M. A., Lawless, H. T., Ledford, R. A. and Johnston,
M. 1994. The importance of diacetyl as a flavor compo-
nent in full fat cottage cheese. Journal of Food Science, 59,
38-42.



References

123

Baird, J. C. and Noma, E. 1978. Fundamentals of Scaling and
Psychophysics. Wiley, New York.

Bi, J. 2005. Similarity testing in sensory and consumer research.
Food Quality and Preference, 16, 139-149.

Bi, J. 2006a. Sensory Discrimination Tests and Measurements.
Blackwell, Ames, IA.

Bi, J. 2006b. Statistical analyses for R-index. Journal of Sensory
Studies, 21, 584-600.

Bi, J. 2007. Similarity testing using paired comparison method.
Food Quality and Preference, 18, 500-507.

Byer, A. J. and Abrams, D. 1953. A comparison of the trian-
gle and two-sample taste test methods. Food Technology, 7,
183-187.

Delwiche, J. and O’Mahony, M. 1996. Flavour discrimination:
An extension of the Thurstonian “paradoxes” to the tetrad
method. Food Quality and Preference, 7, 1-5.

Ennis, D. M. 1990. Relative power of difference testing meth-
ods in sensory evaluation. Food Technology, 44(4), 114,
116-117.

Ennis, D. M. 1993. The power of sensory discrimination meth-
ods. Journal of Sensory Studies, 8, 353-370.

Ennis, D. M. 2008. Tables for parity testing. Journal of Sensory
Studies, 32, 80-91.

Ennis, D. M. and Ennis J. M. 2010. Equivalence hypothesis
testing. Food Quality and Preference, 21, 253-256.

Ennis, D.M. and Mullen, K. 1986. Theoretical aspects of sensory
discrimination. Chemical Senses, 11, 513-522.

Ennis, D. M. and O’Mahony, M. 1995. Probabilistic mod-
els for sequential taste effects in triadic choice. Journal
of Experimental Psychology: Human Perception and
Performance, 21, 1-10.

Ferdinandus, A., Oosterom-Kleijngeld, I. and Runneboom, A.
J. M. 1970. Taste testing. MBAA Technical Quarterly, 7(4),
210-227.

Finney, D. J. 1971. Probit Analysis, Third Edition. Cambridge
University, New York.

Frijters, J. E. R. 1979. The paradox of the discriminatory
nondiscriminators resolved. Chemical Senses, 4, 355-358.

Frijters, J. E. R., Kooistra, A. and Vereijken, P. F. G. 1980.
Tables of d’ for the triangular method and the 3-AFC signal
detection procedure. Perception and Psychophysics, 27(2),
176-178.

Gacula, M. C., Singh, J., Altan, S. and Bi, J. 2009. Statistical
Methods in Food and Consumer Research. Academic and
Elsevier, Burlington, MA.

Green, D.M. and Swets, J. A. 1966. Signal Detection Theory and
Psychophysics. Wiley, New York.

Lawless, H. T. 2010. A simple alternative analysis for thresh-
old data determined by ascending forced-choice method of
limits. Journal of Sensory Studies, 25, 332-346.

Lawless, H. T. and Schlegel, M. P. 1984. Direct and indirect scal-
ing of taste—odor mixtures. Journal of Food Science, 49,
44-46.

Lawless, H. T. and Stevens, D. A. 1983. Cross-adaptation
of sucrose and intensive sweeteners. Chemical Senses, 7,
309-315.

Macmillan, N. A. and Creelman, C. D. 1991. Detection Theory:
A User’s Guide. University Press, Cambridge.

MacRae, A. W. 1995. Confidence intervals for the triangle test
can give reassurance that products are similar. Food Quality
and Preference, 6, 61-67.

Meilgaard, M., Civille, G. V. and Carr, B. T. 2006. Sensory
Evaluation Techniques, Fourth Edition. CRC, Boca Raton.

Morrison, D. G. 1978. A probability model for forced binary
choices. American Statistician, 32, 23-25.

O’Mahony, M. A. 1979. Short-cut signal detection measures for
sensory analysis. Journal of Food Science, 44(1), 302-303.

O’Mahony, M. and Odbert, N. 1985. A comparison of sensory
difference testing procedures: Sequential sensitivity analysis
and aspects of taste adaptation. Journal of Food Science, 50,
1055.

O’Mahony, M., Masuoka, S. and Ishii, R. 1994. A theoretical
note on difference tests: Models, paradoxes and cognitive
strategies. Journal of Sensory Studies, 9, 247-272.

Schlich, P. 1993. Risk tables for discrimination tests. Food
Quality and Preference, 4, 141-151.

Stillman, J. A. and Irwin, R. J. 1995. Advantages of the same-
different method over the triangular method for the measure-
ment of taste discrimination. Journal of Sensory Studies, 10,
261-272.

Thurstone, L. L. 1927. A law of comparative judgment.
Psychological Review, 34, 273-286.

Ura, S. 1960. Pair, triangle and duo-trio test. Reports
of Statistical Application Research. Japanese Union of
Scientists and Engineers, 7, 107-119.

USFDA. 2001. Guidance for Industry. Statistical Approaches
to Bioequivalence. U.S. Department of Health and Human
Services, Food and Drug Administration, Center for Drug
Evaluation and Research (CDER). http://www.fda.gov/
cder/guidance/index.htm

Viswanathan, S., Mathur, G. P., Gnyp, A. W. and St. Peirre,
C. C. 1983. Application of probability models to threshold
determination. Atmospheric Environment, 17, 139-143.

Welleck, S. 2003. Testing Statistical Hypotheses of Equivalence.
CRC (Chapman and Hall), Boca Raton, FL.



Chapter 6

Measurement of Sensory Thresholds

Abstract

This chapter discusses the concept of threshold and contrasts the

conceptual notion with the idea of threshold as a statistically derived quantity. A
simple method for determining detection thresholds based on ASTM method E-679
is illustrated with a worked example. Other methods for determining thresholds are
discussed as well as alternative analyses.

A light may be so weak as not sensibly to dispel the darkness, a sound so low as not to be heard, a
contact so faint that we fail to notice it. In other words, a finite amount of the outward stimulus is
required to produce any sensation of its presence at all. This is called by Fechner the law of the
threshold—something must be stepped over before the object can gain entrance to the mind.
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6.1 Introduction: The Threshold Concept

One of the earliest characteristics of human sensory
function to be measured was the absolute threshold.
The absolute or detection threshold was seen as an
energy level below which no sensation would be pro-
duced by a stimulus and above which a sensation
would reach consciousness. The concept of threshold
was central to Fechner’s psychophysics. His integra-
tion of Weber’s law produced the first psychophysical
relationship. It depended upon the physical inten-
sity being measured with the threshold for sensing
changes as the unit (Boring, 1942). Early physiolo-
gists like Weber and Fechner would use the classical
method of limits to measure this point of disconti-
nuity, the beginning of the psychophysical function.
In the method of limits, the energy level would be
raised and lowered and the average point at which
the observer changed response from “no sensation”
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to “yes, I perceive something” would be taken as the
threshold. This specification of the minimum energy
level required for perception was one of the first operat-
ing characteristics of sensory function to be quantified.
Historically, the other common property to be mea-
sured was the difference threshold or minimal increase
in energy needed to produce a noticeable increase in
sensation. Together, these two measures were used to
specify the psychophysical function, which to Fechner
was a process of adding up difference thresholds once
the absolute (minimum) threshold had been surpassed.

In practice, some complications arise in trying to
apply the threshold idea. First, anyone who attempts to
measure a threshold finds that there is variability in the
point at which observers change their response. Over
multiple measurements there is variability even within
a single individual. In a sequence of trials, even within
the same experimental session, the point at which a
person changes his or her responses will differ. An old
story has it that S.S. Stevens, one of the pioneers of
twentieth century psychophysics, used the following
classroom demonstration at Harvard: Students were
asked to take off their wristwatches and hold them at
about arm’s length, then count the number of ticks
they heard in 30 s (back in the day when spring-
wound watches still made ticking sounds). Assuming
the watch of one of these Harvard gentlemen made
uniform ticking sounds, the common result that one
would hear some but not all of the ticks illustrated the
moment-to-moment variation in auditory sensitivity.
Of course, there are also differences among individu-
als, especially in taste and smell sensitivity. This led to
the establishment of common rules of thumb for defin-
ing a threshold, such as the level at which detection
occurs 50% of the time.

The empirical threshold (i.e., what is actually mea-
sured) remains an appealing and useful concept to
many workers involved in sensory assessments. One
example is in the determination of flavor chemicals
that may contribute to the aromatic properties of a nat-
ural product. Given a product like apple juice, many
hundreds of chemical compounds can be measured
through chemical analysis. Which ones are likely to
contribute to the perceived aroma? A popular approach
in flavor analysis assumes that only those com-
pounds that are present in concentrations above their
thresholds will contribute. A second example of the

usefulness of a threshold is in defining a threshold
for taints or off-flavors in a product. Such a value
has immediate practical implications for what may
be acceptable versus unacceptable levels of undesired
flavor components. Turning from the product to the
sensory panelists, a third application of thresholds is
as one means of screening individuals for their sensi-
tivity to key flavor components. The measurement of a
person’s sensitivity has a long history in clinical test-
ing. Common vision and hearing examinations include
some measurements of thresholds. In the chemical
senses, threshold measurements can be especially use-
ful, due to individual differences in taste and smell
acuity. Conditions such as specific anosmia, a selec-
tive olfactory deficit, can be important in determining
who is qualified for sensory test panel participation
(Amoore, 1971).

Another appealing aspect of the threshold concept
is that the values for threshold are specified in physical
intensity units, e.g., moles per liter of a given com-
pound in a product. Thus many researchers feel com-
fortable with threshold specification since it appears
to be free from the subjective units of rating scales or
sensory scores. However, threshold measurements are
no more reliable or accurate than other sensory tech-
niques and are usually very labor intensive to measure.
Perhaps most importantly, thresholds represent only
one point on a dose-response curve or psychophysi-
cal function, so they tell us little about the dynamic
characteristics of sensory response as a function of
changes in physical concentration. How the sensory
system behaves above threshold requires other kinds
of measurements.

In this chapter, we will look at some threshold def-
initions and approaches and their associated problems.
Next, we will examine some practical techniques for
threshold measurement and discuss a few applications.
Throughout, we will pay special attention to the prob-
lems of variability in measurement and the challenges
that this poses for researchers who would use thresh-
olds as practical measures of peoples’ sensitivities to
a given stimulus, or conversely, of the potency or bio-
logical activity of that stimulus in activating sensory
perceptions. Most of the examples chosen come from
olfaction and taste, as the chemical senses are espe-
cially variable and are prone to difficulties due to
factors such as sensory adaptation.
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6.2 Types of Thresholds: Definitions

What is a threshold? The American Society for Testing
and Materials (ASTM) provides the following defini-
tion that captures the essence of the threshold concept
for the chemical senses: “A concentration range exists
below which the odor or taste of a substance will
not be detectable under any practical circumstances,
and above which individuals with a normal sense of
smell or taste would readily detect the presence of the
substance.”—ASTM method E-679-79 (2008a, p. 36).

Conceptually, the absolute or detection threshold is
the lowest physical energy level of a stimulus or lowest
concentration in the case of a chemical stimulus that is
perceivable. This contrasts with empirical definitions
of threshold. When we try to measure this quantity, we
end up establishing some practical rule to find an arbi-
trary value on a range of physical intensity levels that
describes a probability function for detection. In 1908,
the psychologist Urban recognized the probabilistic
nature of detection and called such a function a psycho-
metric function, as shown in Fig. 6.1 (Boring, 1942).
We portray this function as a smooth curve in order
to show how the original concept of a fixed threshold
boundary was impossible to measure in practice. That
is, there is no one energy level below which detection
never occurs and above which detection always occurs.

A Psychometric Function in
Threshold Measurement
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Fig. 6.1 A psychometric function.

It is not a sudden step function. There is a probability
function determined by an empirical method of mea-
surement on which we define some arbitrary point as
the threshold.

Recognition thresholds are also sometimes mea-
sured. These are the minimum levels that take on
the characteristic taste or smell of the stimulus and
are often a bit higher than detection thresholds. For
example, dilute NaCl is not always salty, but at low
concentrations just above the detection threshold is
perceived as sweet (Bartoshuk et al., 1978). The con-
centration at which a salty taste is apparent from NaCl
is somewhat higher. In food research, it is obvious that
the recognition threshold for a given flavor in a food
would be a useful thing to know, and perhaps more
useful than detection thresholds, since both the percept
and the appropriate label have been made consciously
available and actionable to the taster. In the case of off-
flavors or taints, recognition may have strong hedonic
correlates in predicting consumer rejection.

To be recognized and identified, discrimination
from the diluent is only one requirement. In addition,
the observer must assign the appropriate descriptor
word to the stimulus. However, it is difficult to set up
a forced-choice experiment for identification in some
modalities. In taste, for example, you can have the
observer pick from the four (or five) taste qualities,
but there is no assurance that these labels are suffi-
cient to describe all sapid substances (O’Mahony and
Ishii, 1986). Furthermore, one does not know if there
is an equal response bias across all four alternatives.
Thus the expected frequencies or null hypothesis for
statistical testing or difference from chance responding
is unclear. In an experiment on bitter tastes, Lawless
(1980) attempted to control for this bias by embed-
ding the to-be-recognized bitter substances in a series
that also included salt, acid, and sugar. However, the
success of such a procedure in controlling response
biases is unclear and at this time there are no estab-
lished methods for recognition thresholds that have
adequately addressed this problem.

The difference threshold has long been part of clas-
sical psychophysics (see Chapter 2). It represents the
minimum physical change necessary in order for a per-
son to sense the change 50% of the time. Traditionally,
it was measured by the method of constant stimuli
(a method of comparison to a constant reference) in
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which a series of products were raised and lowered
around the level of the reference. The subject would
be asked to say which of member of the pair was
stronger and the point at which the “stronger” judg-
ment occurred 75% (or 25%) of the time was taken as
the difference threshold or “just-noticeable-difference”
(JND).

One can think of sensory discrimination tests (tri-
angles and such) as a kind of difference threshold
measurement. The main difference between a psy-
chophysical threshold test and a sensory discrimination
test is that the psychophysical procedure uses a series
of carefully controlled and usually simple stimuli of
known composition. The sensory product test is more
likely to have only two products, and the pair is either
deemed different or not, based on a criterion of sta-
tistical significance. But clearly the two kinds of tests
are related. Along these lines, one can think of the
absolute threshold as a special case of a difference
threshold, when the standard happens to be some blank
or baseline stimulus (such as pure air or pure water).

In addition to detection, recognition, and difference
thresholds, a fourth category is the terminal thresh-
old or region in which no further increase in response
is noted from increasing physical stimulus intensity
(Brown et al., 1978). In other words, the sensory
response has reached some saturation level, beyond
which no further stimulation is possible due to maxi-
mal responding of receptors or nerves or some physical
process limiting access of the stimulus to receptors.
This makes sense in terms of neurophysiology as well.
There are only a limited number of receptors and
nerves and these have a maximal response rate. This
idea fits well with the notion of a threshold as a dis-
continuity or inflection point in the psychophysical
function (Marin et al., 1991).

However, in practice, this level is rarely approached.
There are few foods or products in which the satu-
ration level is a common level of sensation, although
some very sweet confections and some very hot pep-
per sauces may be exceptions. For many continua, the
saturation level is obscured by the addition of new
sensations such as pain or irritation (James, 1913).
For example, some odors have a down-turn in the
psychophysical function at high levels, as trigemi-
nal irritation begins to take place, that may in turn
have an inhibiting effect on odor intensity (Cain,
1976; Cain and Murphy, 1980). Another example is in

the bitter side taste of saccharin. At high levels, the
bitterness will overtake the sweet sensation for some
individuals. This makes it difficult to find a sweetness
match of saccharin to other sweeteners at high levels
(Ayya and Lawless, 1992). Further increases in con-
centration only increase bitterness and this additional
sensation has an inhibiting effect on sweet perception.
So although saturation of response seems physiolog-
ically reasonable, the complex sensations evoked by
very strong stimuli mediate against any measurement
of this effect in isolation.

Recently, a new type of threshold has been pro-
posed for consumer rejection of a taint or off-flavor.
Prescott et al. (2005) examined the levels at which
consumers would show an aversion to cork taint from
trichloroanisole in wines. Using a paired preference
tests with increasing levels of trichloroanisole, they
defined the rejection threshold as the concentration at
which there was a statistically significant preference
for an untainted sample. This novel idea may find wide
application in flavor science and in the study of specific
commodities (like water) in which the chemistry and
origins of taints are fairly well understood (for another
example, see Saliba et al., 2009). The method in its
original form requires some refinement as to the cri-
terion for threshold because statistical significance is
a poor choice. As they noted in their paper, the level
of statistical significance depends upon the number of
judges, a more or less arbitrary choice of the experi-
menter (not a function of the sensory response of the
participants). A better choice would be something akin
to the difference threshold, i.e., the concentration at
which 75% preference was reached. Of course, con-
fidence intervals can be drawn around any such level
for those that need statistical assurance.

6.3 Practical Methods: Ascending Forced
Choice

In the early days of psychophysics, the method of
limits was the most common approach to measur-
ing thresholds. In this procedure, stimulus intensity
would be raised in an ascending series and then low-
ered in a descending series to find points at which the
observer’s response changed from a negative to a posi-
tive response or from positive to negative. Over several
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Example of the Method of Limits
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Fig. 6.2 Method of limits example.

ascending and descending runs, an average changing
point could be taken as the best estimate of threshold
(McBurney and Collings, 1977). This method is illus-
trated in Fig. 6.2.

Although this procedure seems straightforward, it
has several problems. First, the descending series
may cause such fatigue or sensory adaptation that
the observer fails to detect stimulus presentations that
would be clearly perceived if they were presented
in isolation. To avoid the adaptation or fatigue prob-
lem that is common in the taste and smell senses,
the method is usually performed only in an ascend-
ing series. A second difficulty is that different persons
may set different criteria for how much of a sensa-
tion they require before changing their response. Some
people might be very conservative and have to be pos-
itively sure before they respond, while others might
take any inkling at all as a reason to report a sensation.
Thus the classical method of limits is contaminated
by the panelist’s individual bias or criterion, which is
not a function of their sensitivity, i.e., what the test
is actually trying to measure. This is a central issue
in the theory of signal detection (see Chapter 5). To
address the problem of uncontrolled individual crite-
rion, later workers introduced a forced choice element
to the trials at each intensity level or concentration step
(e.g., Dravnieks and Prokop, 1975). This combines
the method of limits with a discrimination test. The
task requires that the observer gives objective proof
of detection by discriminating the target stimulus from

the background level. A forced choice technique is
compatible with signal detection principles and is bias
free, since the observer does not choose whether or not
to respond—tesponse is required on each trial.

6.4 Suggested Method for
Taste/Odor/Flavor Detection
Thresholds

6.4.1 Ascending Forced-Choice Method
of Limits

This procedure is based on a standard method des-
ignated ASTM E-679 (ASTM, 2008a). It follows the
classical method of limits, in which the stimulus inten-
sity, in this case concentration of a taste or odor
chemical, is raised in specified steps until the substance
is detected. The procedure adds a forced choice task in
which the substance to be detected is embedded in a set
of stimuli or products that includes other samples that
do not contain any of the added substance. The stimu-
lus or product with the taste or odor chemical is called
a “target” and the other items with no added chemical
are often referred to as “blanks.” One can use various
combinations of targets and blanks, but it is common
to have one target and in the case of E-679, two addi-
tional blanks. So the task is a three-alternative forced
choice task (3-AFC), because the person being tested
is forced to choose the one different sample in the set
of three. That is if they are uncertain, they are told to
guess.

6.4.2 Purpose of the Test

This method is designed to find the minimum level
(minimum concentration) of a substance that is
detected by 50% of the sample group. In practice, this
is calculated as the geometric mean of the individual
threshold estimates. The geometric mean is a reason-
able choice because it is often very close to the median
(50th percentile) of a positively skewed distribution.
Threshold data tend to show high outliers, i.e., some
insensitive individuals cause positive skew.
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6.4.3 Preliminary Steps

Before the test is conducted, there are several tasks and
some choices that must be made, as shown in Table 6.2.
First, a sample of the substance of known purity must
be obtained. Second, the diluent (solvent, base) or car-
rier must be chosen. For the detection threshold for
flavors, for example, it is common to use some kind
of pure water such as deionized or distilled. Third, the
size of the concentration steps must be chosen. It is
common to use factors of two or three. In other words,
the concentrations will be made up in a geometric pro-
gression, which are equal steps on a log scale. Fourth,
some sample concentrations should be set up for pre-
liminary or “benchtop screening” to estimate the range
in which the threshold is likely to occur. This can be
done by successive dilutions using factors of five or
ten, but beware the effects of adaptation on reducing
one’s sensitivity to subsequent test items. Exposure to a
strong sample early in this series may cause subsequent
samples to seem odorless or tasteless, when they might
in fact be perceived when tasted alone. The outcome of
the preliminary test should bracket the likely concen-
tration range, so that most, if not all, of the people who
participate in the formal test will find an individual
threshold estimate somewhere within the test series.
It is common to use about eight to ten steps in this
procedure.

Next, the panel should be recruited or selected. A
sample group should have at least 25 participants. If
the goal is to generalize the result to some larger

Table 6.1 Types of thresholds

population, then the panel should be representative of
that population with respect to age, gender, and so on
and a larger panel of 100 or more is recommended. It is
common practice to exclude people with known health
problems that could affect their sense of taste or smell
and individuals with obvious sensory deficits in the
modality being tested. Of course, all the appropriate
setup work must be done that is associated with con-
ducting any sensory test, such as securing a test room
that is free from odors and distractions, scheduling the
panelists, setting up the questionnaire or answer sheet,
writing instructions for the participants. See Chapter 3
for further details on good practices in sensory testing.
For threshold work it is especially important to have
clean odor-free glassware or plastic cups that are abso-
lutely free of any odor that would contaminate the test
samples. In odor testing the sample vessels are usually
covered to preserve the equilibrium in the headspace
above the liquid. The covers are removed by each
panelist at the moment of sniffing and then replaced.
Finally, external sources of odor must be minimized
or eliminated, such as use of perfumes or fragrances
by participants, hand lotions, or other fragranced cos-
metics that could contaminate the sample vessels or
the general area. Avoid using any markers or writing
instruments that might have an odor when marking
the samples. As always, sample cups or vessels should
be marked with blind codes, such as randomly cho-
sen three digit numbers. The experimenter must set up
random orders for the three items at each step and use
a different randomization for each test subject. This

Detection (absolute) threshold:
Recognition threshold:
Difference threshold:
Terminal threshold:

Consumer rejection threshold:

Point at which the substance is differentiated from the background

Point at which the substance is correctly named

(just-noticeable-difference, JND) Point at which the change in concentration is noted
Point at which no further intensity increase is found with increasing concentration
Point at which a consumer preference occurs for a sample not containing the substance

Table 6.2 Preliminary tasks
before threshold testing

X NN R W=

Obtain test compound of known purity (note source and lot number)
Choose and obtain the solvent, carrier, or food/beverage system

Set concentration/dilution steps, e.g., 1/3, 1/9, 1/27

Begin benchtop screening to bracket/approximate threshold range
Choose number of dilution steps

Recruit/screen panelists. N > 25 is desirable

Establish procedure and pilot test if possible

Write verbatim instructions for panelists
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should be recorded on a master coding sheet showing
the randomized three-digit codes and which sample is
the correct choice or target item.

6.4.4 Procedure

The steps in the test are shown in Table 6.3. The partic-
ipant or test subject is typically seated before a sample
tray containing the eight or so rows of three samples.
Each row contains one target sample and two blank
samples, randomized. The instructions, according to
E-679-04 (ASTM, 2008a) are the same as in the trian-
gle test, that is to pick out the sample which is different
from the other two. The subject is told to evaluate the
three samples in each row once, working from left to
right. The test proceeds through all the steps of the con-
centration series and the answers from the subject are
recorded, with a forced guess if the person is uncer-
tain. According to E-679, if a person misses at the
highest level, that level will be repeated. If a person
answers correctly through the entire series, the low-
est level will also be repeated for confirmation. If the
response changes in either case, it is the repeated trial
that is counted.

6.4.5 Data Analysis

Figure 6.3 shows an example of how the data are ana-
lyzed and the threshold value is determined. First, an
individual estimated threshold is determined for each
person. This is defined as the concentration that is
the geometric mean of two values (the square root

Table 6.3 Ascending forced-choice testing steps

of the product of the two values). One value is the
concentration at which they first answered correctly
and all higher concentrations were also correct. The
other value is the concentration just below that, i.e.,
the last incorrect judgment. This interpolation provides
some protection against the fact that the forced-choice
procedure will tend to slightly overestimate the indi-
vidual’s threshold (i.e., the concentration at which they
have a 0.5 probability of sensing that something is dif-
ferent from the blanks). If the subject gets to the top
of the series with an incorrect judgment, or starts at
the bottom with all judgments correct, then a value is
extrapolated beyond the test series. At the top, it is the
geometric mean of the highest concentration tested and
the next concentration that would have been used in the
series if the series had been continued. At the bottom,
it is the geometric mean of the lowest concentration
tested and the next lower concentration that would have
been used had the series been continued lower. This
is an arbitrary rule, but it is not unreasonable. Once
these individual best estimates are tabulated, the group
threshold is the geometric mean of the individual val-
ues. The geometric mean is easily calculated by taking
the log of each of the individual concentration values,
finding the average of the logs, and then taking the
antilog of this value (equivalent to taking the Nth root
of the product of N observations).

6.4.6 Alternative Graphical Solution

An alternative analysis is also appropriate for this kind
of data set. Suppose that 3-AFC tests had been con-
ducted and the group percent correct calculated at
each step. For examples, see Antinone et al. (1994)

1. Obtain randomized or counterbalanced orders via software program or random number generator.

2. Setup trays or other staging arrangements for each participant, based on random orders.

3. Instruct participants in procedure per verbatim script developed earlier.

4. Show suprathreshold example (optional).

5. Present samples and record results. Force a choice if participant is unsure.

6. Tally results for panel as series of correct/incorrect answers.

7. Calculate estimated individual thresholds: Geometric mean of first correct answer with all higher
concentrations correct and last incorrect step.

8. Take geometric mean of all individual threshold estimates to get group threshold value.

9.

Plot graphic results of proportion correct against log concentration. Interpolate 66.6% correct point and drop

line to concentration axis to get another estimate of threshold (optional).
10. Plot upper and lower confidence interval envelopes based on +1.96(p (1-p)/N). Drop lines from the upper
and lower envelopes at 66.6% to concentration axis to convert envelope to concentration interval.
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Fig. 6.3 Sample data analysis from ascending 3-AFC method
Notes: Correct choices indicated by + and incorrect by o. BET,
Best estimate of individual threshold, defined as the geometric
mean of the first correct trial with all subsequent trials cor-
rect and the previous (incorrect) trial. The group threshold is

and Tuorila et al. (1981). We can take the marginal
count of the number of correct choices from the bot-
tom row in Fig. 6.3 and expressing it as the proportion
correct. As the concentration increases, this propor-
tion should go from near the chance level (1/3) to
nearly 100% correct. Often this curve will form an
S-curve similar to the cumulative normal distribution.
The threshold can then be defined as the level at which
performance is 50% correct, once we have adjusted the
data for chance, i.e., the probability that a person could
guess correctly (Morrison, 1978; Tuorila et al., 1981;
Viswanathan et al., 1983). This is done by Abbott’s for-
mula, a well-known correction for guessing as shown
in Egs. (6.1) and (6.2):

Peorr = (Pobs — Pchance)/(] - Pchance) (6'1)

where P 1S the chance-corrected proportion, Pops i
the observed proportion correct in the data, and Pchance
is the chance probability, e.g., 1/3 for the 3-AFC.
Another form is

Preq = (Pchance — Pcorr)/(l — Pchance) (6-2)
where Preq is the observed proportion that is required
in order to achieve a certain chance corrected level
of performance. So if one needed to get a chance
corrected proportion of 0.5 (i.e., a threshold, 50%
detection) in a 3-AFC test, you would need to see
1/3 + 0.5 (1-1/3) or 2/3 (= 66.7%) correct.

Once a line or curve is fitted to the data, the con-
centration at which the group would achieve 66.6%
correct can be solved (or simply interpolated by eye

calculated from the geometric mean of the BET values. In prac-
tice, this is done by taking the logs of the BET values, finding
the mean of the logs (x), then taking the antilog of that value
(or 10%).

if the data are fairly linear and a curve is fit by eye).
A useful equation that can be fit to many data sets is
based on logistic regression, shown in Eq. (6.3) (e.g.,
Walker et al., 2003).

i

where p is the proportion correct at concentration C
and by and b are the intercept and slope. The quantity,
p/1-p, is sometimes referred to as the odds ratio. The
interpolation is shown in Fig. 6.4. Note that this also

) =bo+ by logC (6.3)

l—p

Example Threshold Curve
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Fig. 6.4 Sample threshold curve and interpolation. D10, D25
and D50 show interpolated detection levels for 10%, 25% and
50% of persons, respectively.
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allows one to estimate percentages of the population
that would detect with other probabilities and not just
the arbitrary 50% detection that we use as the thresh-
old value. That is, one could interpolate at 10 or 90%
detection if that was of interest. A lower percentage of
detection might be of interest, for example, in setting
level to protect consumers from an off-flavor or taint.

This graphical method has certain assumptions and
limitations that the user should be aware of. First, it
assumes that persons are either detecting or guess-
ing (Morrison, 1978). In reality, every person has an
individual threshold gradient or gradually increasing
probability of detection around their own threshold.
Second, the model does not specify what percent of the
time that a given percentage of the group will detect.
In the data set examined below, the ASTM method
and the graphical solution provide a good estimate of
when 50% of the group will detect 50% of the time.
More extensive statistical models have been developed
for this kind of data and an extensive paper on alter-
native statistical analyses is given in USEPA (2001),
again using the data set we have chosen as an example
below.

6.4.7 Procedural Choices

Note that although the instructions are the same as
in the triangle test, all the possible combinations of
the three samples are not used, i.e., the test is not a
fully counterbalanced triangle. Only the three possible
orders that are given by combinations of two blanks
and one target are used. In a fully counterbalanced tri-
angle, the additional three combinations of two targets
and one blank would have been used (thus a total of six
possible), but this is not done according to E-679. For
taste or flavor, there is generally no rinsing between
samples, although testers may be instructed to rinse
between rows (triads). If possible, it is wise to give
the subject a preliminary sample at a detectable level,
in order to show them the target item that they will
be trying to sense in the test. Of course, one must be
careful when using such an above-threshold sample so
that it does not adapt or fatigue the senses. An appro-
priate waiting time and/or rinsing requirement should
be used to prevent any effect on the subsequent test
samples in the formal test. The experimenters should
also decide whether they will allow re-tasting or not.

Re-tasting could either confuse the subjects or it might
help them get a better idea of which item is the target.
We would generally argue against re-tasting, because
that will introduce a variable that is left up to the
individual subject and will thus differ among people.
Some will choose to re-taste and others will not. So,
on the basis of maintaining a consistent test proce-
dure across all participants, re-tasting is generally not
recommended.

Another important choice is that of a “stopping
rule.” In the published version of E-679, every subject
must continue to the top of the series. There are some
pitfalls in this, because of the possibility that the senses
will become fatigued or adapted by the high levels at
the top of the series, especially for an individual with a
low personal threshold. For this reason, some threshold
procedures introduce a “stopping rule.” For example,
the panelist may be allowed to stop tasting after giving
three correct answers at adjacent levels (Dravnieks and
Prokop, 1975). This prevents the problem of exposing
a sensitive individual to an overwhelming stimulus at
high levels. Such an experience, if unpleasant (such
as a bitter taste), might even cause them to quit the
test. On the downside, the introduction of a stopping
rule can raise the false positive rate. We can think of a
false positive as finding a threshold value for an indi-
vidual that is due to guessing only. In the most extreme
case, it would be a person who is completely insen-
sitive (e.g., anosmic to that compound if it is an odor
threshold) finding a threshold somewhere in the series.
With an eight-step series, for the ASTM standard rule
(everyone completes the series), the probability of find-
ing a threshold somewhere in steps one through eight,
for a completely anosmic person who is always guess-
ing is 33.3%. For the three-in-a-row stopping rule, the
chances of the anosmic person making three lucky
guesses in a row somewhere rise above 50%. The sen-
sory professional must weigh the possible negatives
from exposing the participant to strong stimuli against
the increased possibility of false positives creating a
low-threshold estimate when using a stopping rule.

6.5 Case Study/Worked Example

For the ascending forced choice method of limits
(ASTM E-679), we can use a published data set for
odor thresholds. The actual data set is reproduced in
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the Appendix at the end of this chapter. The data are
from a study conducted to find the odor detection
threshold for methyl tertiary butyl ether (MTBE), a
gasoline additive that can contaminate ground water,
rendering some well waters unpotable (Stocking et al.,
2001; USEPA, 2001). The ASTM procedure was fol-
lowed closely, including the triangle test instructions
(choose the sample different from the other two), using
the 3-AFC in eight concentration steps differing by
a factor of about 1.8. Individual best estimates were
taken as the geometric mean of the last step missed
and the first step answered correctly, with all higher
steps also correct. Individuals who got the first and all
subsequent steps correct (there were 10/57 or 17.5% of
the group) had their estimated threshold assigned as the
geometric mean of the first concentration and the hypo-
thetical concentration one step below that which would
have been used had the series been extended down.
A similar extrapolation/estimation was performed at
the high end for persons that missed the target on the
eighth (highest) level.

The geometric mean of the individual threshold
estimates across a panel of 57 individuals, balanced
for gender and representing a range of ages, was
14 g/l (14 ppb). Figure 6.5 shows the graphical solu-
tion, which gives a threshold of about 14 ppb, in
good agreement with the geometric mean calculation.
This is the interpolated value for 66.7% correct, the
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Fig. 6.5 Interpolation of threshold from the data of Stocking
et al. (2001).

chance-adjusted level for 50% probability of detec-
tion in the group. Confidence intervals (CI) for this
level can be found by constructing upper and lower
curves form an envelope of uncertainty around the fit-
ted curve. The standard error is given by the square
root of (p(1-p)/N) or in this case 0.062 for p = 1/3 and
N=757.

The 95% CI is found by multiplying the z-score
for 0.95 ( = 1.96) times the standard error, in this
case equal to &= 0.062(1.96) or & 0.122. Constructing
curves higher and lower than the observed proportions
by this amount will then permit interpolation at the
66.7% level to find concentrations for the upper and
lower CI bounds. This method is simple, but it pro-
vides conservative (wider) estimate of the confidence
intervals that found with some other statistical methods
such as bootstrap analysis (USEPA, 2001). Another
method for error estimation based on the standard error
of the regression line is given in Lawless (2010).

Note that by the graphical method, the interpo-
lated value for 10% detection (= 40% correct by
Abbott’s formula) will be at about 1-2 ppb. Similarly
the interpolated value for 25% detection (50% correct
by Abbott’s formula), will be between 3 and 4 ppb.
These values are practically useful to a water company
who wanted to set lower limits on the amount of MTBE
that could be detected by proportions of the population
below the arbitrary threshold value of 50% (Dale et al.,
1997).

6.6 Other Forced Choice Methods

Ascending forced-choice procedures are widely used
techniques for threshold measurement in the experi-
mental literature on taste and smell. One early exam-
ple of this approach is in the method for determin-
ing sensitivity to the bitter compound phenylthiourea,
formerly called phenylthiocarbamide or PTC, and
the related compounds 6-n-propylthiouracil or PROP.
Approximately one-third of Caucasian peoples are
insensitive to the bitterness of these compounds, as a
function of several mutations in a bitter receptor that
usually manifests as a simple homozygous recessive
status for this trait (Blakeslee, 1932; Bufe et al., 2005).
Early researchers felt the need to have a very stringent
test of threshold, so they intermingled four blank sam-
ples (often tap water) with four target samples at each
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concentration step (Harris and Kalmus, 1949). The
chance probability of sorting correctly is only 0.014,
so this is a fairly difficult test. In general, the formula
for the chance probability of sorting any one level of X
target samples among N total samples is given by Eq.
(6.4):

p=X!/[N'/(N —X)!] (6.4)

Obviously, the larger the number of target and blank
samples, the more stringent the test and the higher
the eventual threshold estimate. However, arbitrarily
increasing X and N may make the task tedious and
may lead to other problems such as fatigue and flag-
ging motivation among the participants. The rigor of
the test estimate must be weighed against undue com-
plexity that could lead to failures to complete the series
or poor quality data.

Another example of a threshold test for olfaction
is Amoore’s technique for assessing specific anos-
mia (Amoore, 1979; Amoore et al., 1968). Specific
anosmia describes a deficit in the ability to smell a
compound or closely related family of compounds
among people with otherwise normal olfactory acuity.
Being classified as anosmic was operationally defined
by Amoore as having olfactory detection thresholds
more than two standard deviations above the popula-
tion mean (Amoore et al., 1968). The test is sometimes
called a “two-out-of-five” test because at each concen-
tration level there are two target stimuli containing the
odorant to be tested and three diluent or blank con-
trol samples. The tester must sort the samples correctly
in this two-out-of-five test, and the chance probability
of obtaining correct sorting by merely guessing is one
in ten. Performance is normally confirmed by testing
the next highest concentration (an example of a “stop-
ping rule”). The chance occurrence of sorting correctly
on two adjacent levels is then 1 in 100. This makes
the test somewhat difficult but provides a good deal of
insurance against a correct answer by guessing.

Another way to reduce the chance performance on
any one level is to require multiple correct answers at
any given concentration. This is part of the rationale
behind the Guadagni multiple pairs test (Brown et al.,
1978) in which up to four pairs may be given for a
two-alternative forced choice test in quadruplicate at
any one concentration. Brown et al. commented upon
the user-friendliness of this technique, i.e., how simple
it was to understand and administer to participants. A

variation was used by Stevens et al. (1988) in a land-
mark paper on the individual variability in olfactory
thresholds. In this case, five correct pairs were required
to score the concentration as correctly detected, and
this performance was confirmed at the next highest
concentration level. The most striking finding of this
study was that among the three individuals tested 20
times, their individual thresholds for butanol, pyridine,
and phenylethylmethylethyl carbinol (a rose odorant)
varied over 2,000- to 10,000-fold in concentration.
Variation within an individual was as wide as the varia-
tion typically seen across a population of test subjects.
This surprising result suggests that day-to-day varia-
tion in olfactory sensitivity is large and that thresholds
for an individual are not very stable (for an exam-
ple, see Lawless et al., 1995). More recent work using
extensive testing of individuals at each concentration
step suggests that these estimates of variability may
be high. Walker et al. (2003) used a simple yes/no
procedure (like the A, not-A test, or signal detection
test) with 15 trials of targets and 15 trials of blanks at
each concentration level. Using a model for statistical
significant differences between blank and target trials,
they were able to get sharp gradients for the individual
threshold estimates.

In summary, an ascending forced-choice method is
a reasonably useful compromise between the need to
precisely define a threshold level and the problems
encountered in sensory adaptation and observer fatigue
when extensive measurements are made. However, the
user of an ascending forced-choice procedure should
be aware of the procedural choices that can affect the
obtained threshold value. The following choices will
affect the measured value: the number of alternatives
(both targets and blanks), the stopping rule, or the
number of correct steps in a row required to estab-
lish a threshold, the number of replicated correct trials
required at any one step, and the rule to determine at
what level of concentration steps the threshold value is
assigned. For example, the individual threshold might
be assigned at the lowest level correct, the geomet-
ric mean between the lowest level correct and highest
level incorrect. Other specific factors include the cho-
sen step size of concentration units (factors of two or
three are common in taste and smell), the method of
averaging or combining replicated ascending runs on
the same individual and finally the method of aver-
aging or combining group data. Geometric means are
commonly used for the last two purposes.
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6.7 Probit Analysis

It is often useful to apply some kind of transforma-
tion or graphing method to the group data to linearize
the curve used to find the 50% point in a group. Both
the psychometric curve that represents the behavior of
an individual in multiple trials of a threshold test and
the cumulative distribution of a group will resemble
an S-shaped function similar to the cumulative nor-
mal distribution. A number of methods for graphing
such data are shown in the ASTM standard E-1432
(ASTM, 2008b). One simple way to graph the data is
simply to plot the cumulative percentages on “prob-
ability paper.” This pre-printed solution provides a
graph in which equal standard deviations are marked
off along the ordinate, effectively stretching the per-
centile intervals at the ends and compressing them in
the midrange to conform to the density of the normal
distribution. Another way to achieve the straightening
of the S-shaped response curve is to transform the data
by taking z-scores. Statistical packages for data anal-
ysis often provide options for transformation of the
data.

A related method was once widely used in threshold
measurement, called Probit analysis (ASTM, 2008b;
Dravnieks and Prokop, 1975; Finney, 1971). In this
approach, the individual points are transformed relative
to the mean value, divided by the standard deviation
and then a constant value of +5 is added to translate all
the numbers to positive values for convenience. A lin-
ear fitted function can now be interpolated at the value
of 5 to estimate the threshold as in Fig. 6.6. The conver-
sion (to a z-score +5) tends to make an S-shaped curve
more linear. An example of this can be found in the
paper by Brown et al. (1978), using data from a mul-
tiple paired test. First the percent correct is adjusted
for chance. Then the data are transformed from the
percent correct (across the group) at each concentra-
tion level by conversion to z-scores and a constant of
5 is added. The mean value or Probit equal to 5 can
be found by interpolation or curve fitting. An exam-
ple of this technique for estimating threshold from a
group of 20 panelists is shown in Meilgaard et al.
(1991) and in ASTM (2008b). Probit plots can be
used for any cumulative proportions, as well as ranked
data and analysis of individuals who are more exten-
sively tested than in the 3-AFC method example shown
earlier.
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Fig. 6.6 An example of Probit analysis. Numbers in paren-
theses are the cumulative percentages of panelists reaching
threshold at each concentration step. Note the uneven scale on
the left axis. Probits mark off equal standard deviations and are
based on the z-score for any proportion plus the constant, 5.
Interpolation at the 50% or Probit 5.0 gives the threshold value.

6.8 Sensory Adaptation, Sequential
Effects, and Variability

Individual variability, both among a group of people
and within an individual over repeated measurements
presents a challenge to the idea that the threshold
is anything like a fixed value. For example, stable
olfactory thresholds of an individual are difficult to
measure. The test-retest correlation for individual’s
olfactory threshold is often low (Punter, 1983). Even
within an individual, threshold values will generally
decrease with practice (Engen, 1960; Mojet et al.,
2001; Rabin and Cain, 1986), and superimposed upon
this practice effect is a high level of seemingly ran-
dom variation (Stevens et al., 1988). Individuals may
become sensitive to odorants to which they were for-
merly anosmic, apparently through simple exposure
(Wysocki et al., 1989). Increased sensitivity as a func-
tion of exposure may be a common phenomenon
among women of childbearing age (Dalton et al., 2002;
Diamond et al., 2005).

Sensory adaptation and momentary changes in
sensitivity due to sequences may have occurred in
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the experiments of Stevens et al. (1988) and could
have contributed to some instability in the measure-
ments. As predicted by sequential sensitivity analysis
(Masuoka et al., 1995; O’Mahony and Odbert, 1985)
the specific stimulus sequence will render discrimina-
tion more or less difficult. After the stronger of two
stimuli, an additional second strong stimulus presented
next may be partially adapted and seem weaker than
normal. Stevens et al. remarked that sometimes sub-
jects would get all five pairs correct at one level with
some certainty that they “got the scent” but lost the sig-
nal at the next level before getting it back. This report
and the reversals of performance in threshold data are
consistent with adaptation effects temporarily lessen-
ing sensitivity. The sensory impression will sometimes
“fade in and out” at levels near threshold.

In attempts to avoid adaptation effects, other
researchers have gone to fewer presentations of the
target stimulus. For example, Lawless et al. (1995)
used one target among three blank stimuli, a 4-AFC
test that has appeared in previous studies (e.g., Engen,
1960; Punter, 1983). This lowers the chance perfor-
mance level and lessens the potential adaptation at any
one concentration step. To guard against the effects
of correct guessing, threshold was taken as the low-
est concentration step with a correct choice when all
higher concentrations were also correct. Thresholds
were measured in duplicate ascending runs in a test
session, and a duplicate session of two more ascend-
ing runs was run on a second day. Correlations across
the four ascending series ranged from 0.75 to 0.92 for
cineole and from 0.51 to 0.92 for carvone. For car-
vone, thresholds were better duplicated within a day
(r = 091 and 0.88) than across days (r from 0.51
to 0.70). This latter result suggests some drift over
time in odor thresholds, in keeping with the variabil-
ity seen by Stevens et al. (1988). However, results
with this ascending method may not be this reliable
for all compounds. Using the ascending 4-AFC test
and a sophisticated olfactometer, Punter (1983) found
median retest correlations for 11 compounds to be only
0.40. The sense of taste may fare somewhat better. In a
study of electrogustometric thresholds with ascending
paired tests requiring five correct responses, retest cor-
relations for an elderly population were 0.95 (Murphy
et al., 1995).

In many forced-choice studies, high variability in
smell thresholds is also noted a