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Preface

It is an old observation that ‘What gets measured gets managed’, and that what is
not measured or measurable runs the risk of being neglected. It is therefore
important that we have tools for assessing the sustainability of our choices when we
develop the technologies and systems that shall help us determine and meet the
needs of the present generations in a way that does not compromise the ability of
our descendants to meet their needs in the future.

As you will learn from this book, we must take a life cycle perspective when we
want to assess the sustainability of the solutions that lie in front of us. You will be
presented with many examples of problem shifting where solutions that improve or
solve a targeted problem unintentionally create other problems of environmental,
economic or social nature somewhere else in the systems of processes and stake-
holders affected by our choice. If we do not consider the totality of these systems in
our analysis, we will fail to notice these unwanted consequences of our decision and
we will not be able to take them into consideration. We also have to consider a
broad range of potential impacts in our assessment, in fact all those is that the
system can contribute to and that we consider relevant in the context of our
decision-situation.

Life Cycle Assessment, LCA, offers this totality—it analyses the whole life
cycle of the system or product that is the object of the study and it covers a broad
range of impacts for which it attempts to perform a quantitative assessment. The
focus of LCA has mainly been on the environmental impacts although both social
and economic impacts can be included as well. It is an important assessment tool as
demonstrated by the central role that it has been given in the environmental reg-
ulation in many parts of the world and certified by its ISO standardization and the
strong increase in its use over the last decades by companies from all trades and all
over the world.

Engineers and scientists who develop decision support, or make decisions where
sustainability is a concern, should understand the need to view the solutions in a life
cycle perspective and to consider possible trade-offs between environmental
impacts and between the three sustainability dimensions. Designers and engineers
who design and develop products and technical systems should be able to critically
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read and evaluate life cycle assessment information about the alternatives that they
are considering, and the environmental sustainability specialists among them should
also be able to perform the LCA studies.

Why this Book?

It is the purpose of this book to offer the reader the theory and practice of LCA in
one volume comprising:

e A textbook, explaining the LCA methodology and the theory behind it in a
pedagogical way with a meaningful balance between depth and accessibility

e A cookbook offering recipes with concrete actions needed to perform an LCA

e A repository of information about experience with the use and adaptation of
LCA and LCA-based approaches within policy-making, decision support and
life cycle engineering and management, and a collection of chapters presenting
results and methodological challenges from the use of LCA in some of the
central technological application areas of LCA

Focus is on environmental impacts but life cycle sustainability assessment is
considered through introductory chapters on social LCA and on life cycle costing.

Who is the Target Audience?

The book was written to support the LCA learning of

e University students, from undergraduate to Ph.D. level

e Researchers and (university) teachers

e Professionals looking to get started on LCA and quantitative (environmental)
sustainability assessment

e LCA practitioners looking to deepen their knowledge of specific aspects of LCA
methodology (e.g. uncertainty management) and LCA practice in specific areas
(e.g. electro-mobility, buildings, biomaterials, etc.) and looking for relevant
literature for further reading.

The structure of the book with separate and comprehensive parts on LCA
methodology (theory), LCA cookbook (own practice) and LCA applications
(practice of others) allows it to cater to the needs of this rather broad group of
potential users.
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Who Wrote the Book?

A total of 68 authors contributed to the writing of this book (see short presentations
of contributors at the end of each chapter). The core team consisted of researchers
from the division for Quantitative Sustainability Assessment at the Department of
Management Engineering at the Technical University of Denmark, where the three
editors have or have had their employment (Ralph Rosenbaum now is an Industrial
Chair for Environmental and Social Sustainability Assessment at the French
National Research Institute of Science and Technology for Environment and
Agriculture (Irstea) in Montpellier, France). Other contributions were solicited from
leading experts within each field from the rest of the world, in particular for dis-
cussion of the different applications of LCA.

Who made it Possible?

A book like this requires much work apart from the writing of the text before your
eyes, and it had never reached your hands without the indispensable contributions
from staff of the division for Quantitative Sustainability Assessment at the
Department of Management Engineering at the Technical University of Denmark.

We also wish to thank all contributing authors for their timely and fine contri-
butions, their constructive collaboration and not least their patience with a pro-
duction process that lasted far beyond what was planned when we started.

We hope that this book will find a broad audience worldwide and strengthen the
assessment of sustainability in the future, because what gets measured gets
managed...

Kongens Lyngby, Denmark Michael Z. Hauschild
Montpellier, France Ralph K. Rosenbaum
Kongens Lyngby, Denmark Stig Irving Olsen
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Chapter 1
About This Book

Michael Z. Hauschild, Ralph K. Rosenbaum and Stig Irving Olsen

Abstract To reach the UN sustainable development goal, there is a need for
comprehensive and robust tools to help decision-making identify the solutions that
best support sustainable development. The decisions must have a system per-
spective, consider the life cycle, and all relevant impacts caused by the solution.
Life Cycle Assessment (LCA) is a tool that has these characteristics and the
ambition with this book is to offer a comprehensive and up-to-date introduction to
the tool and its underlying methodological considerations and potential applica-
tions. The book consists of five parts. The first part introduces LCA. The second
part is a text book aiming at university students from undergraduate to PhD level,
and professionals from industry and within policy making. It follows ISO
14040/14044 structure, draws upon a variety of LCA methods published over the
years, especially the ILCD, and offers prescriptions and recommendations for all the
most important methodological choices that you meet when performing an LCA.
The third part introduces applications of LCA and life cycle thinking by policy- and
decision-makers in government and industry. The fourth part is a Cookbook
guiding you through the concrete actions to undertake when performing an LCA.
The fifth part contains some appendices. The book can be used as a text book, the
chapter can be read as stand alone, and you can use the Cookbook as a manual on
how to perform an LCA.

M.Z. Hauschild (X)) - S.I. Olsen

Division for Quantitative Sustainability Assessment, Department of Management
Engineering, Technical University of Denmark, Kongens Lyngby, Denmark
e-mail: mzha@dtu.dk

R.K. Rosenbaum
IRSTEA, UMR ITAP, ELSA Research Group and ELSA-PACT—Industrial Chair for
Environmental and Social Sustainability Assessment, Montpellier, France

© Springer International Publishing AG 2018 3
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1.1 Introduction

Our generation is facing daunting challenges of a changing climate and an overall
increasing pressure on the environment, challenges that are under the influence of
human-made activities. Reflecting on these environmental conditions and their
relationship to social and economic challenges that we face, a sustainable devel-
opment was coined in 1987 by UN’s World Commission for Environment and
Development as a development that “... meets the needs of the present generations
without compromising the ability of future generations to meet their own needs”
(UN WCED 1987). In 2015 the 193 member states of the United Nations adopted
17 goals to ‘end poverty, protect the planet, and ensure prosperity for all as part of a
new sustainable development agenda’ by 2030, setting targets for the way in which
the present generations can meet their needs (UN 2017). To meet the goals and
targets, sustainability must gain strong prominence in decision support for pro-
fessionals who are responsible for creating solutions for the future, but also for
everybody else who, in today’s global economy, is both a stakeholder and a
decision-maker with a role to play concerning sustainability as a consumer, as
member of a local community, or as a voter. Each individual needs answers and
information based on comprehensive and robust tools to help them decide what best
supports a sustainable development, from small- to large-scale decisions. To avoid
the often seen problem shifting where solutions to a problem creates several new
and often ignored problems, these decisions must take a systems perspective. They
must consider what in this book is referred to as the life cycle of the solution, and
they need to consider all the relevant impacts caused by the solution. Life Cycle
Assessment (LCA) is a tool that has these characteristics, and there is a strong and
growing need for professionals who understand or even master this tool and who
know how to critically appraise and use the information that it provides. It is our
ambition with this book to offer a comprehensive and up-to-date introduction to the
tool and its underlying methodological considerations and potential applications.

1.2 Structure of This Book

The book consists of five parts.

The first part sets the scene. First, if you are a newcomer to LCA, you get a
short introduction to important characteristics of LCA and some of its strengths and
weaknesses, illustrated through a collection of questions that LCA can—or cannot
be used for answering. This short introduction is followed by a presentation of the
history of LCA from its early beginnings half a century ago to today, with a focus
on methodological developments, growth in number and variety of applications and
international harmonization and consensus building. Finally, LCA is positioned in
the context of sustainability and its use as a tool for quantitative sustainability
assessment is discussed.
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The second part is a textbook aiming at university students from undergraduate
to PhD level, and professionals from industry and within policy making who need a
thorough and pedagogical introduction to LCA methodology. The textbook has
been developed based on a cumulated experience from more than three decades
with teaching LCA to engineering students at undergraduate and master level
courses at Technical University of Denmark and Polytechnique Montréal, Canada,
and it is intended to provide a complete curriculum for such courses.

The structure of the introduction to the LCA methodology follows the ISO
framework (as presented and elaborated in the ISO 14040 and ISO 14044 standards
(ISO 20064, b)), and we have strived to keep the use of technical terms in accor-
dance with the ISO terminology. When it comes to the methodological details, the
ISO standards refrain from prescriptions or recommendations for many of the
detailed decisions and choices that must be made by a practitioner who wants to
perform an LCA. Here, we have sought inspiration in LCA methods published over
the years, including the EDIP method (Wenzel et al. 1997; Hauschild and Wenzel
1998), the Ecoinvent methodologies (Weidema et al. 2013), the Consequential LCA
(Ekvall and Weidema 2004), as well as more recent projects within the UNEP/
SETAC Life Cycle Initiative and the development of the IMPACT World+ (http://
www.impactworldplus.org), the LC-Impact (http://www.lc-impact.eu), or the ILCD
life cycle impact assessment methods (Hauschild et al. 2013), and not least in the
detailed guidance offered by the General guide for Life Cycle Assessment, the
‘ILCD Handbook’ that was elaborated by the European Commission to serve as the
methodological backbone of its International Reference Life Cycle Data System
(EC-JRC 2010). The ILCD Handbook was developed through a broad international
consultation process with LCA experts, stakeholders and the public from all over
the world with the ambition to minimize ambiguity in LCA studies and provide
governments and businesses with a basis for assuring quality and consistency of life
cycle data, methods and assessments (EC-JRC 2010; Pennington et al. 2010; Sala
et al. 2012). Building on methodological elements from previously published LCA
methods, it offers prescriptions and recommendations for all the most important
methodological choices that you meet when performing an LCA. We use the ILCD
method as a solidly founded, well documented, and detailed reference methodology
that is in full accordance with the ISO standards and details methodology
descriptions far beyond them.

This part of the textbook offers separate chapters on each phase of the LCA
methodology and additional chapters on life cycle costing and social life cycle
assessment as well as chapters on central methodological aspects like uncertainty
management and sensitivity analysis, and use of input—output analysis in LCA.

The third part of the book offers a collection of chapters introducing applica-
tions of LCA and life cycle thinking by policy- and decision-makers in government
and industry, written by authors who are experts in the field of their chapter. They
start out with policy applications around the world and organizational LCA, then
move on to industrial applications, life cycle management, ecodesign, environ-
mental labels and declarations, and the Cradle to cradle concept. The focus then
moves on to the application of LCA to different technological areas like energy
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systems, buildings, food and waste management. Eleven chapters present, within
each their technological area, the main types of findings from published LCA
studies, identifying methodological considerations that are particularly relevant and
highlighting potential pitfalls when performing or using LCA studies within that
area.

The fourth part consists of a Cookbook which takes you through all the phases
of the LCA once more, but this time with concrete actions to undertake when
performing an LCA. The ambition with the cookbook is to provide you with the
recipes for performing an LCA. Where Part II answers the numerous ‘why’
questions, the Cookbook answers the ‘what’ and ‘how’ questions. It is intended to
guide you through the many steps, activities and decisions that are needed to
perform an LCA. The Cookbook follows the main structure of the ISO 14044
standard and gives detailed instructions on all the central activities, based on se-
lection of those provisions and actions in the ILCD Handbook that are generally
needed in order to perform an LCA.

The fifth part of the book is an appendix collection with supporting material for
use in LCA teaching like a reporting template offering the student a recommended
structure for an LCA report, an example of a complete LCA report on a case study
based on student results from an LCA course, and an overview and comparison of
existing life cycle impact assessment methods to compliment the methodology
chapter on this phase of the LCA.

1.3 How to Use This Book?

As you will see, you may use this book as a textbook, focusing on the description of
the theory in Part II. All the basic elements of the methodology are presented in
chapters with clearly defined learning objectives. An exemplary LCA case study
weaves through the methodology chapters and is used, where relevant, to give
practical examples of the presented methodological elements. The case study is
compiled at the end in a full LCA report in Part V of the book, illustrating the use of
the reporting template and serving as an example for students of how a good student
LCA report may look. You can select chapters from Part III of the book on the LCA
applications that are relevant in your didactic context, and you can use the
Cookbook in Part IV and the reporting template and example LCA report in Part V
for support to perform a real LCA if this is part of your learning. Each chapter of the
book was written in a way that allows it to also function as stand-alone material for
studying the respective aspects that it presents. The chapters can thus also be read
on their own in order to deepen your knowledge on their specific topics.

Once you have taken the learning from the book, you can use the Cookbook as a
manual on how to perform an LCA. The cookbook is based on the ILCD
guideline and it is thus not a universally endorsed LCA method—in fact, such a
method does not exist beyond the ISO standards. We have, however, found that this
guideline is useful as a reference because of its very detailed prescriptions. In cases
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where you disagree with certain provisions or where a different approach is more
relevant for the study that you perform, it will still serve as a reference for trans-
parently and efficiently reporting about the method that you have used by speci-
fying the points where you have chosen a different approach.

Whether you aspire to be a practitioner of LCA or a user of LCA information,
the textbook will also serve as a repository of LCA experience with the wealth of
information on the many application areas presented in Part III of the book.

We wish you a fruitful learning with the book and success with your future LCA
activities!
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Chapter 2
Main Characteristics of LCA

Anders Bjorn, Mikolaj Owsianiak, Christine Molin
and Alexis Laurent

Abstract Life cycle assessment (LCA) has a number of defining characteristics
that enables it to address questions that no other assessment tools can address. This
chapter begins by demonstrating how the use of LCA in the late 2000s led to a
drastic shift in the dominant perception that biofuels were “green”, “sustainable” or
“carbon neutral”, which led to a change in biofuel policies. This is followed by a
grouping of the LCA characteristics into four headlines and an explanation of these:
(1) takes a life cycle perspective, (2) covers a broad range of environmental issues,
(3) is quantitative, (4) is based on science. From the insights of the LCA charac-
teristics we then consider the strengths and limitations of LCA and end the chapter
by listing 10 questions that LCA can answer and 3 that it cannot.

Learning objectives After studying this chapter the reader should be able to:

¢ Explain the relevance of LCA as a tool for environmental management.
Explain four main characteristics of LCA.
Demonstrate an understanding of strengths and limitations of LCA by providing
examples of environment-related questions that LCA can answer and questions
that LCA cannot answer.
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2.1 Why Is LCA Important? Biofuel Case

LCA has a number of defining characteristics. Before elaborating on these char-
acteristics a real life case is presented to show how the use of LCA provided new
insights and led to major changes in policy. This is the case of first generation
biofuels used in the transport sector.

The use of biofuels is not a new trend. They were used in the form of wood and
peat before the industrialisation and were pretty much the only source of fuels then.
This changed with the emergence of cheap fossil fuels, first in the form of coal, later
followed by oil and natural gas. By the end of the twentieth-century fossil fuels had
become the dominating source for meeting the world’s primary energy demand. At
the same time the transportation sector of developed nations was responsible for an
increasing share of the total national energy demands [e.g. EC (2012)]. While
electricity and heat increasingly were supplied by other sources than fossil fuels, a
similar transition could not be observed for transportation energy (IEA 2015).

The 2000s witnessed a renewed interest in using biofuels in the transportation
sector, spurred by increasing oil prices, the question of energy security and con-
cerns over climate change. Biofuels were seen as potentially cost competitive with
gasoline and diesel and they were considered means to reduce dependencies on
large exporters of oil, many of which were (and are) located in politically unstable
regions of the world. In the early 2000s biofuels in the transportation sector were
also generally considered much better for the climate than fossil fuels. The rea-
soning was that the CO, emitted from the combustion of biofuels has a “neutral”
effect on climate change, because it belongs to the biogenic carbon cycle, meaning
that it used to be in the atmosphere before being taken up, via photosynthesis, by
the plants that were the sources of the biofuel and that it will be taken up by new
plants again. By contrast, CO, emitted from the combustion of fossil fuels origi-
nates in carbon that belongs to the much slower geological carbon cycle and can be
considered as effectively isolated from the atmosphere, because it would have
stayed in the ground for millions of years, had it not been extracted to be used as
fuel.

While the distinction between biogenic and fossil CO, is important, LCA studies
(Zah and Laurance 2008; Fargione et al. 2008; Searchinger et al. 2008) have shown
that it was a mistake to:

(1) consider the use of biofuels in the transport sector inherently “climate neutral”
(2) disregard potential increases in environmental problems other than climate
change from a transition from fossil fuels to biofuels.

Regarding the first point, LCA takes a life cycle perspective when evaluating
environmental impacts of a product or a system. In this case it means not only
considering the use stage of the biofuel, i.e. where its chemical energy is trans-
formed to kinetic energy in a vehicle’s combustion engine, but also considering the
industrial and agricultural processes prior to the delivery of the biofuel to the fuel
tank of the vehicle (see Fig. 2.1).
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Fig. 2.1 Graphic representation of the biofuels life cycle from feedstock to end user (Icons made
by Flaticon from www.flaticon.com)

When taking a life cycle perspective it is clear that no biofuel is “climate
neutral”, because of the inputs of fossil fuels needed in industrial processes prior to
the use stage. In addition, a consequence of the increased demand for biofuel crops
may be the conversion of natural land (such as forest) to cultivated land and this
releases the carbon bound in the natural biomass (e.g. wood) and the soil as CO,.
Sometimes the conversion of natural land happens as an indirect consequence, i.e.
forest is being cleared to make room for the crops that used to be cultivated at the
piece of land now used for biofuel crops. This means that a country that increases
its production of biofuel crops, at the expense of a decrease in food crops may
indirectly contribute to a loss of natural land (e.g. forest) somewhere else, possibly
on a different continent, due to the mechanisms of international trade.

Regarding the second point, LCA considers multiple environmental issues (and
sometimes social issues, see Chap. 16) when evaluating a product or a system. This
is an important attribute in the case of biofuels because the release of nutrients from
fertilizer use and synthetic chemicals from pesticide use, lead to eutrophication and
toxic effects on freshwater ecosystems and elsewhere, and because the cultivation
requires large amounts of land and water for irrigation, which can lead to biodi-
versity loss and water scarcity. Social impacts from an increased production of
biofuels have also been reported in the form of increasing food prices.

The insights provided by LCA were a key reason for the rapid change in per-
spective on biofuels by policy-makers and media that began around 2008. For
example, in 2010 the European Commission amended its legislation on biofuels by
introducing a set of sustainability criteria, which relates to life cycle emissions of
greenhouse gases and prohibits the conversion of land with previously “high carbon
stock” and “high biodiversity” for the production of biofuels (EC 2010).

With the above text, we are not arguing that the transportation sector should
abandon biofuels as a strategy to reduce its use of fossil fuels and climate impacts.
We are merely trying to show that the world is not black and white and that a more
holistic perspective is required when evaluating and guiding technological changes.

2.2 Main Characteristics

Having made a case for LCA with the topic of biofuels, we now turn to describing
its main characteristics in slightly more technical terms and end the chapter by
listing its strengths and limitations.
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2.2.1 Takes a Life Cycle Perspective

The life cycle metaphor is borrowed from the field of biology. For example, the life
cycle of a butterfly starts with an egg, which bursts and lets a caterpillar out that
turns into a pupa from which a butterfly emerges that eventually dies after laying
eggs for the cycle to be repeated. In much the same way a man-made object starts
its lifecycle by the harvesting and extraction of resources, followed by production,
use and eventually management of the object as waste, which marks the end of the
life cycle. Recycling or reuse can be seen as “new eggs” for the life cycles of other
man-made objects. The objects studied in LCA are often physical products and the
term “product system” signals that a life cycle perspective is taken, i.e. that all the
processes required to deliver the function of the product are considered. For
example, the function of a car fuel is to propel a car. As illustrated in the case
above, the delivery of this function requires a number of industrial and agricultural
processes that can be conceptually organised in stages of the life cycle of a biofuel
(see Fig. 2.1). The core reason for taking a life cycle perspective is that it allows
identifying and preventing the burden shifting between life cycle stages or pro-
cesses that happens if efforts for lowering environmental impacts in one process or
life cycle stage unintentionally create (possibly larger) environmental impacts in
other processes or life cycle stages. As shown above, the substitution of fossil fuels
with biofuels reduces impacts on climate change from the use stage but increases
climate change impacts from the harvest and extraction stage. Although LCA is
mostly used to study product systems, it can also be used to study more complex
man-made objects, such as companies (see Chap. 22), energy-, transport- or waste
management systems (see Chaps. 26, 27 and 35) and infrastructure and cities (see
Chap. 28). In all applications the assessment takes a life cycle perspective having
the function of the studied entity as focal point.

2.2.2 Covers a Broad Range of Environmental Issues

In LCA, the comprehensive coverage of processes over the life cycle is comple-
mented by a comprehensive coverage of environmental issues. Rather than focusing
exclusively on, say, climate change, which generally receives most attention these
days, LCA covers a broad range of environmental issues, typically around fifteen
(see Chap. 10). These issues include climate change, freshwater use, land occu-
pation and transformation, aquatic eutrophication, toxic impacts on human health,
depletion of non-renewable resources and eco-toxic effects from metals and syn-
thetic organic chemicals. The core reason for considering multiple environmental
issues is to avoid burden shifting, which is also why a life cycle perspective is
taken. Here burden shifting happens if efforts for lowering one type of environ-
mental impact unintentionally increase other types of environmental impacts.
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As shown above, decreasing impacts on climate change by substituting fossil fuels
with biofuels has the potential to cause an increase in other environmental issues
such as water scarcity, eutrophication, land occupation and transformation.

2.2.3 Is Quantitative

LCA results answer the question “how much does a product system potentially
impact the environment?” Part of the answer may be “the impact on climate change
is 87 kg of CO, equivalents”. The quantitative nature of LCA means that it can be
used to compare environmental impacts of different processes and product systems.
This can, for example, be used to judge which products or systems are better for the
environment or to point to the processes that contribute the most to the overall
impact and therefore should receive attention. LCA results are calculated by
(1) mapping all emissions and resource uses and, if possible, the geographical
locations of these, and (2) use factors derived from mathematical cause/effect
models to calculate potential impacts on the environment from these emissions and
resource uses. The first step often involves thousands of emissions and resource
uses, e.g. “0.187 kg CO,, 0.897 kg nitrogen to freshwater, 0.000000859 kg dioxin
to air, 1.54 kg bauxite, 0.331 m’ freshwater...”. In the second step the complexity
is reduced by classifying these thousands of flows into a manageable number of
environmental issues, typically around fifteen (see above). Quantifications generally
aim for the “best estimate”, meaning that average values of parameters involved in
the modelling are consistently chosen (see Chap. 10).

2.2.4 Is Based on Science

The quantification of potential impacts in LCA is rooted in natural science. Flows
are generally based on measurements, e.g. water gauges or particle counters at
industrial sites or mass balances over the processes. The models of the relationships
between emission (or resource consumption) and impact are based on proven
causalities, e.g. the chemical reaction schemes involving nitrogen oxides and
volatile organic compounds in the formation of atmospheric ground level ozone
(smog) or on empirically observed relationships, e.g. between the concentration of
phosphorous in a lake and the observed numbers of species and their populations.
On top of its science core, LCA requires value judgement, which is most evident in
the optional step of assigning weights to different types of environmental problems
to evaluate the overall impact of a product system. LCA strives to handle value
judgement consistently and transparently and in some cases allows practitioners to
make modelling choices based on their own values, for example with respect to the
number of years into the future that environmental impacts should be considered in
the assessment.



14 A. Bjorn et al.

2.3 Strengths and Limitations of LCA

A main strength of LCA is its comprehensiveness in terms of its life cycle per-
spective and coverage of environmental issues. This allows the comparison of
environmental impacts of product systems that are made up of hundreds of pro-
cesses, accounting for thousands of resource uses and emissions that are taking
place in different places at different times. However, the comprehensiveness is also
a limitation, as it requires simplifications and generalisations in the modelling of the
product system and the environmental impacts that prevent LCA from calculating
actual environmental impacts. Considering the uncertainties in mapping of resource
uses and emissions and in modelling their impacts and the fact that calculated
impacts are aggregated over time (e.g. tomorrow and in 20 years) and space (e.g.
Germany and China) it is more accurate to say that LCA calculates impact
potentials.

Another strength in the context of comparative assessments is that LCA follows
the “best estimate” principle. This generally allows for unbiased comparisons
because it means that the same level of precaution is applied throughout the impact
assessment modelling. A limitation related to following the “best estimate” prin-
ciple is, however, that LCA models are based on the average performance of the
processes and do not support the consideration of risks of rare but very problematic
events like marine oil spills or accidents at industrial sites. As a consequence,
nuclear power, for example, appears quite environmentally friendly in LCA because
the small risk of a devastating disaster, like the ones that happened in Chernobyl,
the Ukraine or Fukushima, Japan, is not considered.

A final limitation worth keeping in mind is that, while LCA can tell you what
(product system) is better for the environment, it cannot tell you if better is “good
enough”. It is therefore wrong to conclude that a product is environmentally sus-
tainable, in absolute terms, with reference to an LCA showing that the product has a
lower environmental impact than another product. Chapter 5 elaborates on the
relationship between LCA and sustainability.

The above characteristics mean that LCA is suitable for answering some ques-
tions and unsuitable for answering others. Box 2.1 provides examples of questions
that LCA can and cannot answer.

Box 2.1. What LCA can and cannot answer
Examples of questions LCA can answer:

1. Is paper, plastic or textile bags the most environmentally friendly option
for carrying groceries back from the supermarket?

2. From an environmental point of view should we use glass fibre composite
or steel for the car body?

3. How can the overall environmental impact of a refrigerator be minimised
with the least effort?
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4. What is the most environmentally friendly way to package and transport
food?

5. From an environmental perspective, should plastics be incinerated or
recycled and which parameters do the conclusion depend on?

6. Where is the environmental optimum in the trade-off between minimising
heat loss and minimising the use of impact-intensive materials in a
window (see illustrative case on window frames in Chap. 39)?

7. Should a plastic zipper be added to cheese packaging to reduce household
food waste and thereby reduce the overall environmental impacts of
cheese?

8. Is it more environmentally friendly to do the dishes manually or using a
dishwasher?

9. Should a company target its own processes, its suppliers, its customers or
the waste management sector in the effort of reducing the environmental
impact of its products?

10. Are electric cars more environmentally friendly than conventional
internal combustion engine cars and what are the important parameters
deciding this (see Chap. 27)?

Examples of questions LCA cannot answer:

1. Should taxes on old diesel cars be increased to reduce emissions of par-
ticles and thereby reduce hospital spending on treating lung diseases?

Explanation: LCA cannot be used to compare the societal disadvantages of
higher taxes with advantages of less pollution. Cost benefit analysis combined
with Health Assessment Studies would be a better tool for answering this
question.

2. Do current emissions from a specific factory lead to pollutant concen-
trations above regulatory thresholds in nearby aquatic ecosystems?

Explanation: LCA is not designed to evaluate impacts of a single emission
source on local ecosystems and contains no information on regulatory
thresholds. Chemical risk assessment is a more appropriate tool for answering
this question.

3. Do total global emissions of endocrine disruptors cause polar bears to
become hermaphrodites?

Explanation: LCA is not designed to assess a specific effect on a specific
organism from a specific group of chemicals. It would be more meaningful to
measure the concentration of endocrine disruptors in (deceased) polar bears
and compare those measurements with observed occurrences of hermaphro-
dite individuals.

15
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Chapter 3
LCA History

Anders Bjorn, Mikolaj Owsianiak, Christine Molin
and Michael Z. Hauschild

Abstract The idea of LCA was conceived in the 1960s when environmental
degradation and in particular the limited access to resources started becoming a
concern. This chapter gives a brief summary of the history of LCA since then with a
focus on the fields of methodological development, application, international har-
monisation and standardisation, and dissemination. LCA had its early roots in
packaging studies and focused mainly on energy use and a few emissions, spurring
a largely un-coordinated method development in the US and Northern Europe.
Studies were primarily done for companies, who used them internally and made
little communication to stakeholders. After a silent period in the 1970s, the 1980s
and 1990s saw an increase in methodological development and international col-
laboration and coordination in the scientific community and method development
increasingly took place in universities. With the consolidation of the methodolog-
ical basis, application of LCA widened to encompass a rapidly increasing range of
products and systems with studies commissioned or performed by both industry and
governments, and results were increasingly communicated through academic
papers and industry and government reports. To this day, methodological devel-
opment has continued, and increasing attention has been given to international
scientific consensus building on central parts of the LCA methodology, and stan-
dardisation of LCA and related approaches.

Learning Objectives
After studying this chapter, the reader should be able to:

e Explain how LCA emerged and what characterised the early years of
development.
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e OQutline the history of LCA from the 1970s to the present in terms of method-
ological development, application, international harmonisation and standardis-
ation and dissemination.

3.1 Introduction

Concerns over environmental pollution and energy and material scarcity have
motivated the development of life-cycle-oriented approaches for environmental
profiling of products. Life Cycle Assessment (LCA) has experienced a strong
development both in methodology and applications since the first life-cycle-
oriented methods were proposed in the 1960s. Today LCA is defined as “a tool to
assess the potential environmental impacts and resources used throughout a pro-
duct’s life cycle, i.e. from raw material acquisition, via production and use stages, to
waste management” (ISO 2006b). In this chapter, we present a brief account of the
history of LCA in terms of methodological development, standardisation and reg-
ulation, application, and education and dissemination. Important elements of the
history are summarised chronologically in Table 3.1.

3.2 Methodological Development

Life-cycle-oriented methods that were precursors of today’s LCA were developed
in the 1960s in collaboration between universities and industry. They were known
as Resource and Environmental Profile Analysis (REPA) (Hunt et al. 1992) or
Ecobalances until the term LCA became the norm in the 1990s. The method
development initiated in the US and mainly took place there and in Northern
Europe. Early methods could be characterised as material and energy accounting
and were inspired by material flow accounting, as they were focused on invento-
rying energy and resource use (crude oil, steel, etc.), emissions and generation of
solid waste, from each industrial process in the life cycle of product systems.

As inventories got more complex, the initial focus on accounting the physical
flows in a product life cycle was gradually extended with a translation of the
inventory results into environmental impact potentials. In other words, from a list of
resource uses and emissions a set of indicator scores for an assessed product was
calculated, representing contributions to a number of impacts categories, such as
climate change, eutrophication and resource scarcity.

In the early years of the LCA history, environmental concerns addressed by the
methods tended to shift with public concerns, and there was no consistency or
harmonisation of the applied methods. In some years, the focus was on the gen-
eration of solid waste, which was considered problematic, especially in the US,
where landfilling was the dominant waste management practice. In other years,
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Table 3.1 Selected events in LCA history
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Event Year Note
The (perhaps) first LCA-oriented study was presented on | 1963 World Energy
energy requirements for the production of chemical Conference, Harold
intermediates and products Smith
Coca Cola commissions its first study comparing 1969 Not public
beverage containers
The methodological foundation for environmentally 1970 Leontief (1970)
extended input/output analysis is made
Publication of the first public and peer-reviewed LCA 1974 EPA (1974)
study “Resource and Environmental Profile Analysis of
Nine Beverage Container Alternatives”, commissioned
by the US EPA
First impact assessment method based on critical volumes | 1984 BUS (1984)
introduced
The first widely used commercial LCA software, GaBi, | 1989 Thinkstep (2016)
was released in its first version
SimaPro, another widely used commercial LCA software, | 1990 PRé¢ (2016)
was released in its first version
The term “life cycle assessment” was coined 1990 SETAC (1991)
Emergence of a number of LCI databases managed by | Early
different institutions 1990s
First environmental theme-oriented impact assessment 1992 Heijungs et al. (1992)
methodology, CML92
SETAC Code of Practice published in effort to harmonise | 1993 SETAC (1993b)
LCA framework, terminology and methodology
The academic journal fully dedicated to LCA, The 1996
International Journal of Life Cycle Assessment, was born
ISO 14040 standard on LCA principles and framework | 1997 ISO 14040
released
ISO 14041 standard on goal and scope definition released | 1998 ISO 14041
Damage-oriented methodology Eco-indicator 99 emerges | 1999 Goedkoop and

Spriensma (2000)
ISO 14042 standard on life cycle impact assessment 2000 ISO 14042
released
ISO 14043 standard on life cycle interpretation released | 2000 ISO 14043
UNEP/SETAC Life Cycle Initiative launched 2002
The LCI database ecoinvent version 1.01 is released 2003 Ecoinvent (2016)
Establishing of a general methodological framework and | 2006
guideless for LCA through ISO 14040 and ISO 14044
A framework for Life Cycle Sustainability Analysis was | 2008 Klopffer (2008)
proposed
ILCD handbook published 2010 EC (2010)
PEF and OEF guidelines published 2012

and

later
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when the price on oil was fluctuating or high, energy use was the focus of early
studies. Public concerns also shifted with respect to emissions, which in some
periods were deemed to be sufficiently controlled by regulation and voluntary
measures by industry, but at other times considered very problematic. Early impact
assessment methods tended to represent impacts from emissions in the form of
dilution volumes of air or water needed to dilute the emissions to safe levels, or
below regulatory thresholds [e.g. the Swiss Ecopoint method from the 1980s (Ahbe
et al. 1990)].

During the 1990s many impact assessment methods evolved, and the ambition
has since then been to quantify all relevant environmental impacts, independent of
shifting public concerns, with the goal of avoiding burden shifting. The first impact
assessment methodology to cover a comprehensive set of midpoint impact cate-
gories, as we know them today, was CML92 (Heijungs et al. 1992). It was released
in 1992 by the Institute of Environmental Sciences at Leiden University in the
Netherlands. The Swedish EPS method (Steen 1999a, b) looking at the damages
caused took a different approach focusing on the damages to ecosystems and human
health, rather than midpoint impacts, an approach that was followed by the Dutch
Eco-indicator 99 methodology released in 1999 with a more science-based
approach to the damage modelling (Goedkoop and Spriensma 2000). The early
1990s also saw the birth of a number of life cycle inventory databases managed by
different institutes and organisations and covering different industrial sectors. Due
to differences in data standards and quality, the resource uses and emissions of a
single industrial process could, however, differ substantially in the different data-
bases, but at this point in the development, the focus was on expanding the cov-
erage and for many processes, there were no data at all. This situation was improved
in 2003 with the release of the first ecoinvent database (v 1.01) covering all
industrial sectors and aiming for consistent data standards and quality (ecoinvent
2016).

In parallel to this development in process-based LCA, a “top-down” approach
was developed based on the work of the economist Wassily Leontief on
input-output analysis of economies (Leontief 1970). This “top-down” approach to
constructing an inventory is based on combining the national statistics of the trade
between sectors with information on sector-specific environmental loads to arrive at
an environmentally extended input/output analysis (EEIOA see more in Chap. 14).

Inherent in the discussion of LCI data was also a more fundamental difference in
the perception of the product life cycle and LCA and its potential application. The
attributional perspective aims to quantify the environmental impacts that can be
attributed to the product system based on a mapping of the emission and resource
flows that accompany the product as it moves through its life cycle, applying
representative average data for all processes involved in the life cycle in a book
keeping approach. The consequential perspective is concerned with the potential
consequences of the decision based on the results of the LCA, and involves
modelling of the broader economic system that the decision affects (see Sect. 8.5).
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The modelling of increasingly complex product systems and the proliferation of
LCI data and impact assessment methodologies created a need for dedicated LCA
software and the first versions of both SimaPro and GaBi, two widely used soft-
ware, were released around 1990 (Thinkstep 2016; PRé 2016).

In the twenty-first century, impact assessment methods have continuously been
refined and several methodologies have emerged and are frequently being updated.
The first impact assessment methods took into account the often large differences in
the environmental hazards of the individual emissions. The realisation that there can
be very large differences also in the sensitivity of the environment receiving the
impacts lead to the release of the EDIP2003 method (Hauschild and Potting 2005)
with spatially differentiated impact assessment methods covering non-global
impacts like eutrophication and acidification. With the globalisation of produc-
tion and an increased focus on biobased products in LCA, methods for impact
assessment of extraction-related impacts like water use and land use have seen a lot
of activity in the 2000s and 2010s. Hybrid LCA has emerged to reap the benefits of
process-based and input/output based inventory analysis. Acknowledging that
sustainability also has a social dimension, a growing activity has attempted to
develop methods for Social LCA to quantify social impacts of product life cycles. A
framework for life cycle sustainability assessment (LCSA) has emerged for per-
forming assessments and aims to take into account an environmental, social and
economic dimension of sustainability (see Chap. 5).

3.3 Application

Many of the early process-based LCA studies analysed packaging, which was a
great consumer concern around the 1970s. For example, moulded pulp trays were
compared to plastic trays and plastic bottles were compared to refillable glass
bottles. Studies were typically commissioned by companies producing or using the
packaging, such as Coca Cola in a pioneering study in 1969. Rather than disclosing
studies directly to consumers, the results were mainly used for internal purposes,
such as guiding reduction of life cycle impacts.

LCA also caught the interest of government early on. For example, the US EPA
commissioned a large peer reviewed study, which was published in 1974, with the
aim of informing regulation on packaging (US EPA 1974). However, at that time
the EPA decided that using LCA as a direct regulatory tool was impractical,
because it was thought to require LCAs to be carried out on thousands of products
followed by extensive micro-managing of private businesses.

During the 1980s, life-cycle-related tools received little attention in North
America, but in Europe, a revival started around the middle of the decade with an
increased interest in the impacts of milk packaging that inspired a number of large
LCA studies performed in different European countries. All studies compared
alternative packaging systems for milk distribution to private consumers
(Bundesamt fiir Umweltschutz 1984; Franke 1984; Lundholm and Sundstrom 1985;
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Mekel and Huppes 1990; Pommer et al. 1991). A comparison of the studies shows
that although they aimed to answer the same question (is returnable packaging or
milk cartons preferable from an environmental and resource perspective?), and
although they compared more or less the same packaging technologies, they
reached very different conclusions. Rather than disqualify LCA as a serious deci-
sion support tool, these findings triggered an international collaboration among
scientists and LCA practitioners from industry and consultancy on furthering LCA
methodology development and harmonisation, as reflected in the strong interna-
tional development work and standardisation in the 1990s. Concurrent with the fast
methodological development of the 1990s the application of LCA expanded to
include numerous other types of products during this decade as reflected in the
proliferation of LCA-based ecolabels. The first LCA-supported Nordic Ecolabel
was initiated in 1989 to guide consumers towards products with the lowest envi-
ronmental impacts, and the number of product categories covered by criteria grew
rapidly under this and other ecolabels like the European Flower label and the
German Blaue Engel (see Chap. 24 on Eco-labelling and environmental product
declarations). Several European countries launched national product-oriented
environmental strategies with LCA as the methodological backbone, presaging
the European Integrated Product Policy(IPP) to be adopted at EU level in 2003 with
policy instruments like the aforementioned ecolabels, environmental product dec-
larations, green public purchase and integration of environmental aspects into
standards development.

After the turn of the century, product applications continued to grow in number
and broaden in scope, also inspired by the increased political focus on LCA in EU
and other parts of the world. LCA studies were increasingly used to analyse
questions on the macro scale related to, for example, national energy systems and
waste management systems. A 2006 survey of LCA practitioners found that LCA
results were primarily used in business strategy, research and development and
product or process design, but that education, policy development and
labelling/product declarations were also frequent uses (Smith Cooper and Fava
2006). A similar survey from 2011 found that most practitioners made LCA studies
in the agriculture (56%) and food sectors (62%), while practitioners working with
other consumer goods (38%) and energy (37%) industries were somewhat less
frequent (Teixeira and Pax 2011). The growth in the private sector’s use of LCA in
the period is reflected in Fig. 3.1 which shows the development in the total annual
number of corporate responsibility reports mentioning LCA.

The year 2008 became an important year in the history of LCA for policy
support, as the European Commission initiated its Sustainable Consumption and
Production and Sustainable Industrial Policy (SCP/SIP) Action Plan, incorporating
the previous IPP and waste and resource strategies and having LCA as the ana-
Iytical backbone, but this time without the micromanagement regulation scope
explored by the US EPA three decades earlier. The use of LCA in policy devel-
opment is discussed in Chap. 18.

In 2009, The Sustainability Consortium was formed with the US retailer
Walmart as a central partner with the mission to create a more sustainable consumer
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Fig. 3.1 Development in number of published corporate responsibility reports mentioning LCA
(“Life cycle analysis” or “life cycle assessment”) per year from 2000 to 2015. Based on a search in
the PDF Search Tool of CorporateRegister (2016) carried out on April 25th, 2016

goods industry through the implementation of credible, transparent, and LCA-based
reporting systems in the value chains of consumer products, targeting both envi-
ronmental and social impacts. The activities of the sustainability consortium have
the potential to strengthen the applicationof LCA further in the main regions
supplying consumer products to the North American market, notably China and
Southeast Asia.

3.4 International Harmonisation and Standardisation

With the awakening interest in LCA in the late 1980s, it soon became clear that
there was a strong need for developing the methodology and harmonising the
evolving methods to ensure consistency between studies.

3.4.1 Scientific Collaboration and Consensus Building

The global Society of Environmental Toxicology and Chemistry organised a
workshop on “A Technical Framework for Life Cycle Assessment” in 1990
(SETAC 1991). This first event was followed by a series of workshops targeting
central elements of the LCA methodology: in Leiden in the Netherlands (1991)
(SETAC 1992), Sandestin Florida (SETAC 1993a) and Wintergreen (1992)
(SETAC 1994) where central elements of LCA methodology were discussed with
the aim of developing a common framework and agree on principles and research
needs. The series culminated in a Code of Practice workshop held in Sesimbra,
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Portugal, in 1993 leading to the development of the first official guidelines for LCA
(SETAC 1993b)—a Code of practice for LCA. Through the rest of the 1990s
SETAC working groups in Europe and North America further discussed the
methodological elements with particular focus on inventory modelling and life
cycle impact assessment, regularly publishing their recommendations in SETAC
working group reports presenting the agreed state of the art and delivering rec-
ommendations for further research. The working groups helped coordinate the
method development and strengthen the collaboration between the different
research teams developing the LCA methods and they played an important role in
the strong developments in LCA methodology through the 1990s. The work in
these international fora was building on several important national and regional
methodology development projects like the Nordic LCA Guideline project (Nordic
Council of Ministers 1992; Lindfors et al. 1995), The Dutch LCA Handbook
(Guinée et al. 2002) and the Danish EDIP project (Wenzel et al. 1997; Hauschild
and Wenzel 1998)

In the late 1990s, leading researchers from the SETAC working group on life
cycle impact assessment reached out to the United Nations Environmental Program
(UNEP) to create a partnership to ensure further development of good LCA practice
and global dissemination beyond Europe, North America and Japan, which had thus
far been the main activity centres. The UNEP/SETAC Life Cycle Initiative was
launched in 2002 and its changing working groups have taken over the method
development activities of SETAC and increasingly focused on the dissemination of
life cycle practices to the emerging economies through development of training
materials and support with access to tools and data. The methodological recom-
mendations have gained a more authoritative status with a formalised review pro-
cedure under the UNEP/SETAC Life Cycle Initiative.

3.4.2 International Standardisation

Taking off after the development of the SETAC code of practice for LCA in 1993, a
formal standardisation process was initiated under the auspices of the International
Organization of Standardization (ISO) to develop a global standard for LCA,
building on the previous years’ accomplishments in the scientific consensus
building. The standard was to meet concerns from industry who increasingly wanted
to use LCA for product development and marketing of greener products, but
experienced that the lack of a standardised methodology meant that different studies
of the same product could give opposite results depending on the concrete
methodological choices. The standard development resulted in the adoption and
release of four standards over the next seven years, addressing the principles and
framework (ISO 14040), the goal and scope definition (ISO 14041), the life cycle
impact assessment (ISO 14042) and the life cycle interpretation (ISO 14043). In a
2006 revision, the latter three were compiled in the ISO 14044 standard detailing the
requirements and guidelines, without changing any requirements in the standards.
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The ISO 14040 series standards concern the LCA methodology, but in the ISO
14000 series of Environmental Management standards, there are also standards and
technical guidance reports on the applications of LCA for e.g. eco-design (ISO
14062, ISO 14006), communication of environmental performance (ISO 14020
series on ecolabels and ISO 14063), and greenhouse gas reporting and reduction
(ISO 14064).

3.4.3 Standardisation of Methodology Beyond the 1SO
Standards: The European ILCD

LCA methodology was very young and rather immature while the ISO standardi-
sation process took place in the 1990s, and the resulting standards are therefore not
very detailed on specific methodological choices but rather focused on the frame-
work and the fundamental principles of LCA. This is one of the reasons why the
work of the UNEP/SETAC Life Cycle Initiative was needed to evaluate alternative
practices and develop recommendations from a scientific point of view. It was also
the background for a process initiated by the European Commissionin the
mid-2000s to develop an International Life Cycle Data System (ILCD) with a
database of life cycle inventory data and a series of methodological guidelines.
With the development of the Integrated Product Policy and the action plan for
Sustainable Consumption and Production, there was a need for a strong method-
ological basis of the LCA which was the method used for judging alternatives and
communicating on the impacts of products and consumption. The ISO standards
left too many possibilities for ambiguities in the applied methodology and in a
consultation process, the EU Commission’s Joint Research Centre’s Institute for
Environment and Sustainability developed a comprehensive guideline in LCA
(EC-JRC 2010) that builds on the ISO 14040 and 14044 standards, and over 394
pages specifies the majority of the methodological choices that are left open by the
ISO standards. Adherence to the ILCD guideline is intended to ensure more con-
sistent and reproducible results of LCAs performed by different practitioners and
hence increase comparability of LCA results from different studies. We have
compiled the central provisions of the ILCD guideline as a Cookbook for LCA in
Chap. 37 and the core methodological Chaps. (7—13) are inspired by and consistent
with the ILCD guidelines. The ILCD work also involved a comparative analysis of
all available LCIA methodologies (around 2008) comparing their approaches to
assessment of the different midpoint and endpoint impact categories and identifying
a recommendable practice for each impact category. The collection of best practices
for each impact category was compiled as the ILCD impact assessment method
(EC-JRC 2011). After the release of the ILCD guidelines in 2012, the EU
Commission launched the Product Environmental Footprint (PEF) and
Organisational Environmental Footprint (OEF) Guidelines as abbreviated and
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slightly revised versions of the ILCD guidelines targeting different categories of
products or services to be applied by companies and organisations reporting on their
environmental performance.

3.5 Dissemination

Early studies commissioned by companies were often not published due to confi-
dential information on industrial processes and the difficulty of communicating
results in non-technical language. The first peer-reviewed LCA-like study was the
packaging study commissioned by the US EPA (see Sect. 3.2) published in 1974.
After the development of the ISO 14040 series standards on LCA, starting in 1997,
it became a common practice for companies to publish peer-reviewed LCA reports
to document environmental claims, although full disclosure of underlying data is
still rare due to confidentiality issues. Academic journals have become an important
medium for the dissemination of LCA studies, whether made to support decisions
in, e.g. companies, or for research purposes. In 1996, the first academic journal fully
dedicated to LCA was born, The International Journal of Life Cycle Assessment.
This journal and other journals have seen a sharp increase in the number of pub-
lished papers related to life cycle assessment, from less than 100 in 1998 to more
than 1300 in 2013 as illustrated in Fig. 3.2, which indicates an exponential
development of the number of publications in this period. The publication of LCA
reports outside academic journals is difficult to map, but is likely to have seen a
similar development as indicated by the increase in company use of LCA illustrated
in Fig. 3.1.
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Fig. 3.2 Development in number of published LCA-related academic articles in English per year
according to Web of Science (WoS) (Chen et al. 2014). The high R? value for the fitted
exponential function indicates an exponential development. Reprinted with permission of Springer
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Fig. 3.3 Geographical distribution of articles published from 1998 to 2013 considering primary
authors only (Hou et al. 2015). Reprinted with permission of Springer

Figure 3.3 shows that many of the English language LCA-related academic
papers originate in the US and Europe, but that countries like Japan, China and
South Korea have also had a noticeable publication activity. The limited activity on
LCA in most emerging economies is clearly visible. Reasons for this are discussed
in Chap. 19 on Globalisation and mainstreaming of LCA. Note, however, that LCA
studies published in other languages than English are not included in Fig. 3.3,
which therefore may lead to an underestimation of academic publications from
emerging economies.

3.6 Concluding Remarks

LCA is a young discipline with 50 years of history and less than 30 years of intense
development and application. Over the years, the methodology and applications
have matured in the sense that scientific consensus and standards have emerged on
how to perform LCA. The field has expanded in other ways when considering the
number of publications, application domains and the geographical distribution of
LCA competences. Table 3.1 summarises some of the important events in the
history of LCA.
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Abstract The chapter gives examples of applications of LCA by the central
societal actors in government, industry and citizens, and discusses major motiva-
tions and challenges for the use of LCA to support science-based decision-making
from their respective perspectives. We highlight applications of LCA in policy
formulation, implementation and evaluation, present different purposes of LCA
application in industry at both product and corporate levels, and discuss challenges
for LCA applications in small- and medium-sized enterprises. Our synthesis
demonstrates the importance of LCA as a tool to quantify environmental impacts of
products and systems and support decisions around production and consumption
and highlights factors that prevent its even more widespread application.

Learning Objectives
After studying this chapter the reader should be able to:

e Explain the main motivations for use of LCA by governments, industry, and
citizens and their main types of LCA applications.

e Demonstrate an understanding of the challenges and opportunities in the dif-
ferent types of LCA applications.

M. Owsianiak (P<) - A. Bjern - A. Laurent - C. Molin - M.W. Ryberg
Division for Quantitative Sustainability Assessment,

Department of Management Engineering, Technical University

of Denmark, 2800 Kgs. Lyngby, Denmark

e-mail: miow @dtu.dk

A. Bjorn
CIRAIG, Polytechnique Montréal, 3333 Chemin Queen-Mary,
Montréal, QC, Canada

© Springer International Publishing AG 2018 31
M.Z. Hauschild et al. (eds.), Life Cycle Assessment,
DOI 10.1007/978-3-319-56475-3_4



32 M. Owsianiak et al.

4.1 Background

Recent decades have witnessed numerous applications of LCA to support decisions
in an environmental sustainability context (see Chap. 3). Much efforts have been
made to facilitate the application of LCA and life cycle thinking in society ranging
from the regulatory and governmental level, through industry and production to the
level of citizens and consumers. The dissemination of LCA has been aided by a
number of initiatives for supporting and harmonizing the application of the tool. In
1997 the first version of the ISO 14040 standard (later updated as ISO 2006a) was
published in an attempt to harmonize the framework and principles of LCA and to
increase transparency and comparability of LCA studies. In 2001, The United
Nations Environment Programme (UNEP) and the Society for Environmental
Toxicology and Chemistry (SETAC) joined forces in the launch of a global
Partnership to strengthen the dissemination and use of LCA worldwide, known as
the Life Cycle Initiative (LCI). The purpose of the initiative was to “enable users
around the world to put life cycle thinking into effective practice”. Another ini-
tiative supporting a more widespread application of LCA was The European
Commission’s project, The European Platform of Life Cycle Assessment, launched
in 2005. Its objective was to “promote life cycle thinking in business and in policy
making” in the European Union by focusing on underlying data and methodological
needs. The homepages of these initiatives provide a wide palette of information,
tools and support (http://www.lifecycleinitiative.org; http://eplca.jrc.ec.europa.eu/).

In parallel, many initiatives have been launched at the national level to facilitate
and support the application of LCA, often under the auspices of governmental
institutions such as environmental protection agencies (see Chap. 3), inspiring
numerous private and public LCA consultancies to emerge in assistance to com-
panies or institutions without the in-house LCA expertise. Recent widespread
LCA-related services are an elaboration of Environmental Product Declarations
(EPDs) or performance of Greenhouse Gasaccounting. Moreover, universities,
research institutions and private companies often enter into close collaboration on
LCA methodology development and application of LCA via, e.g. commercial
projects or industrial PhDs.

Here, we present examples of applications and discuss major motivations and
challenges for the use of LCA to support decision-making from the perspectives of
decision-makers within governments, industry and citizens. More details are given
in Part IIT of the book with chapters dedicated to different stakeholders and multiple
examples of the use of LCA within different technology domains. Chapter 18 gives
a more detailed introduction to the use of LCA and life cycle thinking in policy-
making in different parts of the world, and Chap. 19 discusses the globalization of
the use of LCA. Life cycle management (LCM) within business and industry is the
topic of Chap. 22, while Chap. 24 introduces the use of LCA in the development
and management of environmental labels and declarations.


http://www.lifecycleinitiative.org
http://eplca.jrc.ec.europa.eu/
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4.2 Government Perspective

Application of LCA and life cycle based approaches can support policy formula-
tion, policy implementation and regulation imposed by policies, and can be used to
perform evaluation of policies. As part of the pan-European project CALCAS
(Coordination Action for innovation in Life Cycle Analysis for Sustainability),
reviews were conducted in mid-2000s to identify LCA applications to support
different stages of the policy cycle, i.e. their formulation, implementation and
evaluation (CALCAS 2008). Table 4.1 presents and overview of such applications.
Since then, the pressing need to move towards more sustainable societies has made
LCA increasingly recognized in high policy-level, and its role in the policy cycle
has been formalized in some countries or regions. For example, in Europe, the
European Commission has listed LCA as one of the reference models for the impact
assessment of policies in the European Union (EU) within its “better regulation
guidelines” document published in 2015 (European Commission 2015). This holds
a potential to increase the use of LCA in retrospective assessments of existing
policy frameworks (i.e. evaluations or fitness checks) and prospective assessments
of future possible policy options (policy development).

Table 4.1 Examples of LCA applications at different stages of the policy cycle

Topic Initiation year and/or
geographical scope

LCA as a knowledge tool in policy formulation

Environmental technologies action plan (ETAP) 2004; EU

Integrated product policy (IPP) 2003; EU

Directive on the eco-design of energy using products (EuP) 2005; EU

Strategy for the sustainable use of natural resources 2005

Sustainable production and consumption action plan (SCP) 2007; EU

Biofuels Germany

Application of pesticides Costa Rica
Supporting the implementation of information based instruments: LCA & policy implementation
Eco-labelling Various countries
Environmental product declarations (EPD) Various countries
Strategic environmental assessment directive 2004

Public procurement EU, Japan
Construction products directive 1989; EU

Ordinance on the avoidance and recovery of packaging wastes | Germany

Waste management France, Mexico, japan
LCA as a tool for policy evaluation

Thematic strategy on prevention and recycling of waste & 2005; EU

Waste framework directive

Waste oil directive 2000; EU

Based on CALCAS (2008)
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4.2.1 Policy Formulation

As an example of LCA used for policy formulation, the European Commission has
promoted Integrated Product Policy (IPP) to minimize environmental impacts of
products by considering all stages of their life cycle, from the cradle to grave
(Mudgal 2008). The IPP comprises various instruments and tools, ranging from soft
instruments that act through influencing the market (like environmental labelling or
green taxation), through subsidies to industries (e.g. financial support to pioneers),
to hard regulation such as the Eco-design Directive for Energy-related Products
(ErP), which establishes a regulatory framework for eco-design of products that use
energy and products that allow for generation, transfer and measurement of energy
(Directive 2009/125/EC). This directive is an example of how life cycle thinking
has guided policymaking within the EU, where the focus has shifted from manu-
facturing processes, to a focus on the use of products and their disposal (Wenzel
et al. 1997; Azapagic and Perdan 2000). Many other examples of the use of LCA in
policy formulation are given in Chap. 18.

A major challenge to the applicationof LCA in these contexts is the commu-
nication of environmental performance of products. It is often done using different
approaches to life cycle inventory modelling and life cycle impact assessment,
which may lead to inconsistent and sometimes misleading results. To facilitate the
communication of reliable and reproducible information about the environmental
performance of products and organizations, the European Commission has elabo-
rated LCA-based methods for product environmental footprint (PEF), and organi-
zation environmental footprint (OEF) (Finkbeiner 2014; Galatola and Pant 2014)
(see also Chap. 24).

4.2.2 Policy Implementation and Evaluation

Governments may use LCA as decision support to advice the introduction of novel
technologies in the market (e.g. the use of biofuels, or introduction of electric cars) or
the selection of waste management systems (e.g. EU Waste Framework Directive
2008/98/EC imposing “to handle waste in a way that does not have a negative impact
on the environment or human health” and requiring the need for life cycle thinking in
waste management) (European Parliament and Council 2008; Meylan et al. 2014). In
Denmark, LCA was used in the 1990s to guide the development of the current
Danish collection system for beverage containers (glass and plastic bottles and
aluminium cans) and it has been used for assessment of recycling strategies for
various waste fractions. The country has also operated with panels of key actors
along the product life cycle who were consulted in the development of
product-oriented policy initiatives. In Switzerland, findings from an LCA study were
used to justify compensation rates to municipalities according to how waste glass
packaging is collected and what disposal option is chosen by the municipality
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(Meylan et al. 2014). In Sweden LCA was used to assess environmental impacts of
introducing waste incineration tax, considered to “encourage waste reduction and
increase materials recycling and biological treatment” (Bjorklund and Finnveden
2007). While the proposed design of such a tax would result in increased recycling,
the LCA found that this would lead to only small environmental improvements.
Thus, it was proposed that the design of the tax should include the fossil carbon
content of the waste. Such examples can also be found outside Europe. In the United
States, the California Oil Recycling Enhancement Act was initiated in 2009 to
support management of used oil and support selection of least-polluting options
(refining and reuse, distillation or combustion with energy recovery) by the state
(Reed 2012). This act “requires that the Department of Resources Recycling and
Recovery coordinate, with input from representatives of all used oil stakeholders, a
comprehensive life cycle assessment of California’s used lubricating and industrial
oil management process” (CalRecycle 2012).

4.3 Industry Perspective

The application of LCA in enterprises can be classified into five main purposes:
(i) decision support in product and process development; (ii) marketing purposes
(e.g. Eco-labelling); (iii) development and selection of indicators used in moni-
toring of environmental performance of products or plants; (iv) selection of sup-
pliers or subcontractors; and (v) strategic planning (Huang and Hunkeler 1995;
Biiltmann 1997; Hanssen 1999; Baumann 2000; Heiskanen 2000; Frankl and Rubik
2000; Ekvall 2012). We note that LCA applications within industry may well serve
more than one purpose, and often the same LCA can be used for different purposes
within acompany (e.g. product development is often combined with marketing
efforts). Furthermore, as experience with using LCA grows in an enterprise, one
application can trigger another (e.g. insights gained from an LCA into product
environmental performance can lead to decisions about selection of suppliers or
setting strategies). We also note that although LCA has traditionally been developed
as a tool to be used at product level, and is still used as such, there is an increasing
interest in using LCA at the corporate level to reflect the performance of the
company or individual plants in a life cycle perspective. This is particularly relevant
for (but not limited to) large enterprises and for applications related to monitoring of
environmental performance and strategic planning.

4.3.1 Applications at Product Level

At product level, LCA is often used during product development and for identifying
environmental hotspots of a product or process either within the organization or in
its supply chain. For instance, a survey showed that the German industry in the
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1990s mainly used LCA internally, to identify hotspots in products and systems,
followed by product and process optimization (Biiltmann 1997; Frankl and Rubik
2000). Another survey showed that large Danish companies, represented by 39
companies considered to cover 90-100% of Danish enterprises having practical
experience with LCA in the 1990s, indicated that LCA had revealed new envi-
ronmental aspects of their products that they had not anticipated. In 79% of the
cases, this led to setting new priorities for environmental efforts, including changes
in products and processes, like saving or substituting materials (Broberg and
Christensen 1999).

In parallel to application in product and process development, LCA is often used
for marketing purposes at different levels. As public concerns about the state of the
environment have become increasingly pronounced and consumers more environ-
mentally conscious, enterprises have also placed a larger focus on quantifying their
environmental performance, using LCA and communicating this to the public as a
way to brand their enterprise as green. Here, the major company expectations to the
use of LCA are to get a competitive advantage and increase the company image or
reputation (Broberg and Christensen 1999). Ecolabels or environmental product
declarations (Chap. 24) can signal good environmental performance and be used to
make a given product more appealing for environmentally conscious consumers.

4.3.2 Applications at Corporate Level

The use of LCA to document and monitor environmental performance at the cor-
porate level is today often limited to a few selected impact categories, typically
footprint indicators (see Sect. 10.4) like carbon footprint and blue water footprint.
This situation may change in the future together with the development of guidelines
for organization environmental footprint (OEF) (Dubois and Humbert 2015). At the
corporate level, industry can also use LCA for setting strategic objectives. For
example, Unilever set a target of halving their environmental impact by 2030,
considering the life cycle of their products (Unilever 2015). Similarly, companies
may want to carry out LCA to better understand their environmental performance in
an effort to implement environmental management system (EMS) (Lewandowska
et al. 2013, 2014). EMS is “a tool to implement a structured program of continual
improvement in environmental performance” and “a tool to manage and commu-
nicate an enterprise’s environmental performance to internal and outside parties”
(Lombardo 2012). EMS standards nowadays often require a life cycle perspective
in order to avoid greenwashing by companies outsourcing parts of their production
to suppliers. There is thus often a relationship between the implementation of EMS
and the implementation of LCA within companies. For example, among Spanish
automotive supplier companies who have received the EMS ISO 14001 certification
and have a certified eco-management and audit scheme (EMAS), the use of LCA is
a common practice (Gonzalez et al. 2008). Organizations who have implemented a
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certified EMS impose higher demands on their suppliers to adopt environmentally
friendly practices (Gonzalez et al. 2008). The contributions made by LCA to EMS
range from the identification of overall environmental aspects and identification of
the activities in the life cycle that have the largest environmental burdens, to a
comparison of alternative manufacturing routes (Stewart et al. 1999). A major
challenge in this context seems to be putting the results into practice, mainly due to
lack of power or information of stakeholders along the product supply chain
(Nakano and Hirao 2011).

4.3.3 Challenges of Small- and Medium-Sized Enterprises

Small- and medium-sized enterprises (SME) can use LCA for the same reasons as
large companies. Yet, small- (1049 employees) and medium-sized (50-249
employees) enterprises generally lag behind large companies in the implementation
of LCA (Johnson and Schaltegger 2015). The major reasons are thought to be the
cost of an LCA, the need for changes in workplace routines, perceived complexity
of the LCA methodology and shortage of qualified personnel to carry out an LCA
(Kurczewski 2013). A study of 10 SMEs revealed that a downside of LCA is that it
becomes too comprehensive and too complex to be easily understood, leaving an
impression in some companies of LCA as a ‘black box’ (Zackrisson et al. 2008).
A closer collaboration with an experienced LCA practitioner and an expert was
found to resolve this problem in some of the cases (Zackrisson et al. 2008).
Similarly, based on a comprehensive literature review, Johnson and Schaltegger
(2015) reported that major barriers for implementation of sustainability manage-
ment tools (including LCA) by SMEs were (i) lack of awareness of sustainability
issues; (ii) absence of perceived benefits; (iii) lack of knowledge and expertise on
sustainability issues; (iv) lack of human and financial resources; (v) insufficient
external drivers and incentives; (vi) unsuitability of formal management tools to fit
the often informal and flexible SME structure; and (vii) complexity of tools.
While the use of LCAs by SMEs was considered marginal (as of 2012), it is
however reported to become more and more common (Baumann et al. 2012;
Schischke et al. 2012; Kurczewski 2013). This may be due to the increased leg-
islative focus on environmental performance, and the potential market benefits from
having an environmentally friendly profile, not least through a market pull from
large companies that are often important costumers. This is reflected by a survey of
146 European SMEs which revealed that most SMEs have limited knowledge of
LCA, and have little internal knowledge of environmental assessments and their
communication (Pamminger 2011). The main drivers for SMEs to start using
environmental assessment tools have been the customer demand or the pressure
from legislation (Pamminger 2011; Schischke et al. 2012). However, industries
focusing on emerging renewable resource technologies, such as bio-based plastic,
had more knowledge and were, in fact, keen on using LCA for communicating the
environmental performance and benefits of their technology compared to
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conventional technologies (Pamminger 2011). The authors’ experience with LCA
application by SMEs in Western Europe shows that SMEs are eager to contribute to
an LCA (e.g. through provision of data) when a dedicated and sufficient budget is
available, e.g. through the involvement in a larger research project. Experience also
shows that SMEs typically find interest in identifying impact reduction opportu-
nities, particularly those stemming from activities in the life cycle on which they
themselves exert some influence. Similar findings were reported in European
countries where the tradition of using LCA has historically not been that strong
(Kurczewski 2013; Witczak et al. 2014).

4.4 Citizen Perspective

LCA results can also serve as decision support for individuals, be it in their capacity
of citizens or consumers. In many cases, these decisions relate to the private con-
sumption of goods and services. Consumers are knowingly or unknowingly
exposed to LCA results, or conclusions drawn from LCA results, through ecolabels
(see Chap. 24) or other consumer information from producers (e.g. printed on
packaging) and media reporting academic findings, and they hold some power
through their influence in the market of consumer products. Consumer decisions
that may be supported by an LCA can range from choosing the product with the
lowest environmental impact amongst a group of similar products (e.g. the more
environmentally friendly vacuum cleaner), over choosing the most environmentally
sound way of fulfilling a function (e.g. washing dishes by hand or in a dishwasher)
to most effectively reducing the total personal environmental impact (e.g. reduce
meat consumption, hot showers or car driving).

Besides decisions related to private consumption, citizens may also indirectly be
affected by LCA results when following political discussions on large
infrastructure-related decisions where LCA provides the underlying decision sup-
port. For example, municipalities often use LCA to support decisions on waste
management infrastructure (European Commission 2008). If a political decision is
made about increasing recycling and reducing landfilling or incineration, this will
affect citizens, as they will have to sort their waste into recyclable fractions rather
than throw all their waste into the same bin. Chapter 35 deals with the use of LCA
in waste management.

4.5 Concluding Remarks

LCA is an important and useful tool to map environmental impacts and support
policy development and concrete decisions, and for a company it can support the
development of a positive image. There are, however, factors that hamper its more
widespread application. This chapter has mainly addressed LCA applications in
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developed countries because this is where LCA has been applied the most and the
needed data has been most available. However, large differences exist in the
application of LCA between developed and developing countries in terms of both
frequency and incentives. These differences and the challenges that they pose for a
global dissemination of LCA and life cycle thinking are discussed in Chap. 19 on
globalization and mainstreaming of LCA. The next chapter takes a closer look at
the relationship between LCA and sustainable development.

References

Azapagic, A., Perdan, S.: Indicators of sustainable development for industry: a general framework.
Trans. IChemE 78, 243-261 (2000). doi:10.1205/095758200530763

Baumann, H.: Introduction and organisation of LCA activities in industry. Int. J. Life Cycle
Assess. 5, 363-368 (2000). doi:10.1007/BF02978673

Baumann, M., Held, M., Herrmann, C., et al.: Ecodesign tool for SMEs in the electronics sector.
In: Electronics Goes Green 2012+, ECG 2012—Joint International Conference Exhibition
Proceedings (2012)

Bjorklund, A.E., Finnveden, G.: Life cycle assessment of a national policy proposal—the case of a
Swedish waste incineration tax. Waste Manag. 27, 1046-1058 (2007). doi:10.1016/j.wasman.
2007.02.027

Broberg, O., Christensen, P.: LCA experiences in Danish industry—results of a survey. Int.
J. LCA 4, 257-262 (1999)

Biiltmann, A.: Produktokobilanzen und ihre Anwendung in Deutschen Unternehmen.
Schriftenreihe des IOW. 112, 97 (1997)

CALCAS (Co-ordination Action for Innovation in Life-Cycle Analysis for Sustainability): Critical
Review of the Current Research Needs and Limitations Related to ISO-LCA Practice:
Deliverable D7 of CALCAS Work Package 5, by Zamagni, A., P. Buttol, P. L. Porta, R
Buonamici, P. Masoni, J. Guinée, R. Heijungs, T. Ekvall, R. Bersani, A. Biefikowska, and U.
Pretato (2008). http://www.calcasproject.net/

CalRecycle: Used oil recycling program (2012)

Directive 2009/125/EC: Directive 2009/125/EC of the European Parliament and of the Council of
21 October 2009 establishing a framework for the setting of ecodesign requirements for
energy-related products (recast). Off J Eur Union 10-35. doi:10.1016/j.cirp.2012.03.121
(2009)

Dubois, C., Humbert, S.: How to calculate the LCA of a retailer. LCA Discuss. Forum 31(03),
2015 (2015)

Ekvall, T.: Life cycle assessment. In: Ahmed K (ed) Getting to green: a sourcebook of pollution
management policy tools for growth and competitiveness. World Bank, Washington,
DC. http://documents.worldbank.org/curated/en/560021468330349857/Getting-to-green-a-
sourcebook-of-pollution-management-policy-tools-for-growth-and-competitiveness (2012)

European Commission: Better Regulation Guidelines. Commission staff working document. COM
(2015) 215 final; SWD(2015) 111 final. May 2015. EU Commission. Strasbourg, FR. http://ec.
europa.eu/smart-regulation/guidelines/docs/swd_br_guidelines_en.pdf ~ (better ~ regulation
guidelines; accessed 26/10/2015) and http://ec.europa.eu/smart-regulation/guidelines/toc_tool _
en.htm (better regulation “toolbox”; accessed 26/10/2015) (2015)

European Commission: Directive 2008/98/EC of the European Parliament and of the Council of 19
November 2008 on waste and repealing certain Directives (Text with EEA relevance) (2008)

European Parliament and Council: Directive 2008/98/EC of the European Parliament and of the
Council on waste and repealing certain Directives (2008)


http://dx.doi.org/10.1205/095758200530763
http://dx.doi.org/10.1007/BF02978673
http://dx.doi.org/10.1016/j.wasman.2007.02.027
http://dx.doi.org/10.1016/j.wasman.2007.02.027
http://www.calcasproject.net/
http://dx.doi.org/10.1016/j.cirp.2012.03.121
http://documents.worldbank.org/curated/en/560021468330349857/Getting-to-green-a-sourcebook-of-pollution-management-policy-tools-for-growth-and-competitiveness
http://documents.worldbank.org/curated/en/560021468330349857/Getting-to-green-a-sourcebook-of-pollution-management-policy-tools-for-growth-and-competitiveness
http://ec.europa.eu/smart-regulation/guidelines/docs/swd_br_guidelines_en.pdf
http://ec.europa.eu/smart-regulation/guidelines/docs/swd_br_guidelines_en.pdf
http://ec.europa.eu/smart-regulation/guidelines/toc_tool_en.htm
http://ec.europa.eu/smart-regulation/guidelines/toc_tool_en.htm

40 M. Owsianiak et al.

Finkbeiner, M.: Product environmental footprint—breakthrough or breakdown for policy
implementation of life cycle assessment? Int. J. Life Cycle Assess. 19, 266-271 (2014).
doi:10.1007/s11367-013-0678-x

Frankl, P., Rubik, F.: Life cycle assessment in industry and business. Adoption patterns,
applications and implications. In: IGARSS 2014 (2000). doi:10.1007/s13398-014-0173-7.2

Galatola, M., Pant, R.: Reply to the editorial “product environmental footprint—breakthrough or
breakdown for policy implementation of life cycle assessment?” Written by Prof. Finkbeiner
(Int J Life Cycle Assess 19(2):266-271). Int. J. Life Cycle Assess. 19, 13561360 (2014).
doi:10.1007/s11367-014-0740-3

Gonzalez, P., Sarkis, J., Adenso-Diaz, B.: Environmental management system certification and its
influence on corporate practices. Evidence from the automotive industry. Int. J. Oper. Prod.
Manag. 28, 1021-1041 (2008)

Hanssen, O.J.: Status of life cycle assessment (LCA) activities in the nordic region. Int. J. Life
Cycle Assess. 4, 262-262 (1999). doi:10.1007/BF02979177

Heiskanen, E.: Managers’ interpretations of LCA: enlightenment and responsibility or confusion
and denial? Bus. Strateg. Environ. 9, 239-254 (2000). doi:10.1002/1099-0836(200007/08)9:
4<239:AID-BSE250>3.0.CO;2-6

Huang, E., Hunkeler, D.: Life cycle analysis: summary of a fortune 500 survey and a Japanese
comparison. In: Vanderbilt Univ. US—Japan Cent (1995)

ISO: Environmental management—Ilife cycle assessment—principles and framework (ISO 14040).
ISO, the International Organization for Standardization, Geneva (2006a)

Johnson, M.P., Schaltegger, S.: Two decades of sustainability management tools for SMEs: how
far have we come? J. Small Bus. Manag. (2015). doi:10.1111/jsbm.12154

Kurczewski, P.: Life cycle thinking in small and medium enterprises: the results of research on the
implementation of life cycle tools in Polish SMEs-part 1: background and framework. Int.
J. Life Cycle Assess. (2013). doi:10.1007/s11367-013-0675-0

Lewandowska, A., Kurczewski, P., Kulczycka, J., Joachimiak, K., Matuszak-Flejszman, A.,
Baumann, H., Ciroth, A.: LCA as an element in environmental management systems—
comparison of conditions in selected organisations in Poland, Sweden and Germany: part 1:
background and initial assumptions. Int. J. Life Cycle Assess. 18, 472480 (2013). doi:10.
1007/s11367-012-0480-1

Lewandowska, A., Matuszak-Flejszman, A.: Eco-design as a normative element of Environmental
Management Systems—the context of the revised ISO 14001:2015. Int. J. Life Cycle Assess.
19, 1794-1798 (2014). doi:10.1007/311367-014-0787-1

Lombardo, P.: Environmental management systems. In: Ahmed, K. Getting to Green: A
Sourcebook of Pollution Management Policy Tools for Growth and Competitiveness. World
Bank, Washington, DC (2012). http://documents.worldbank.org/curated/en/560021468330
349857/Getting-to-green-a-sourcebook-of-pollution-management-policy-tools-for-growth-and-
competitiveness

Meylan, G., Stauffacher, M., Kriitli, P., et al.: Identifying stakeholders’ views on the eco-efficiency
assessment of a municipal solid waste management system. J. Ind. Ecol. (2014). doi:10.1111/
jiec.12192

Mudgal, S.: Reporting on the Implementation of Integrated Product Policy (IPP). European
Commission, DG Environment. Service Contract 0703307/2007/481297/G.4. http://ec.europa.
eu/environment/ipp/pdf/bio_ipp.pdf. (2008). Accessed 11 August 2017

Nakano, K., Hirao, M.: Collaborative activity with business partners for improvement of product
environmental performance using LCA. J. Clean. Prod. 19, 1189-1197 (2011). doi:10.1016/j.
jclepro.2011.03.007

Pamminger, R.: Technical report on needs and demands of SMEs. Deliverable D1.1 LCA to go
project within the European Commission’s Seventh Framework Programme. http://www.
LCA2go.eu. (2011). Accessed 11 August 2017

Reed, D.L.: Life-Cycle Assessment in Government Policy in the United States. PhD Thesis.
University of Tennessee. http:/trace.tennessee.edu/utk_graddiss/1394. (2012). Accessed 11
August 2017


http://dx.doi.org/10.1007/s11367-013-0678-x
http://dx.doi.org/10.1007/s13398-014-0173-7.2
http://dx.doi.org/10.1007/s11367-014-0740-3
http://dx.doi.org/10.1007/BF02979177
http://dx.doi.org/10.1002/1099-0836(200007/08)9:4%3c239:AID-BSE250%3e3.0.CO;2-6
http://dx.doi.org/10.1002/1099-0836(200007/08)9:4%3c239:AID-BSE250%3e3.0.CO;2-6
http://dx.doi.org/10.1111/jsbm.12154
http://dx.doi.org/10.1007/s11367-013-0675-0
http://dx.doi.org/10.1007/s11367-012-0480-1
http://dx.doi.org/10.1007/s11367-012-0480-1
http://dx.doi.org/10.1007/s11367-014-0787-1
http://documents.worldbank.org/curated/en/560021468330349857/Getting-to-green-a-sourcebook-of-pollution-management-policy-tools-for-growth-and-competitiveness
http://documents.worldbank.org/curated/en/560021468330349857/Getting-to-green-a-sourcebook-of-pollution-management-policy-tools-for-growth-and-competitiveness
http://documents.worldbank.org/curated/en/560021468330349857/Getting-to-green-a-sourcebook-of-pollution-management-policy-tools-for-growth-and-competitiveness
http://dx.doi.org/10.1111/jiec.12192
http://dx.doi.org/10.1111/jiec.12192
http://ec.europa.eu/environment/ipp/pdf/bio_ipp.pdf
http://ec.europa.eu/environment/ipp/pdf/bio_ipp.pdf
http://dx.doi.org/10.1016/j.jclepro.2011.03.007
http://dx.doi.org/10.1016/j.jclepro.2011.03.007
http://www.LCA2go.eu
http://www.LCA2go.eu
http://trace.tennessee.edu/utk_graddiss/1394

4 LCA Applications 41

Schischke, K., Nissen, N.F., Sherry, J. et al.: Life cycle thinking in small and medium sized
enterprises—status quo and strategic needs in the electronics sector. In: Electronics Go Green
2012 (2012)

Stewart, J.R., Collins, M.W., Anderson, R., Murphy, W.R.: Life Cycle Assessment as a tool for
environmental management. Clean Technol. Environ. Policy 1, 73-81 (1999). doi:10.1007/
$100980050013

Unilever: Unilever sustainable living plan. Summary of progress 2015. Mobilising Collective
Action. https://www.unilever.com/Images/uslp-mobilising-collective-action-summary-of-
progress-2015_tcm244-424809_en.pdf. (2015). Accessed 11 August 2017

Wenzel, H., Hauschild, M.Z., Alting, L.: Environmental assessment of products. In: Vol. 1—
Methodology, Tools and Case Studies in Product Development. Kluwer Academic Publishers,
Hingham, p. 544. ISBN 0 412 80800 5 (1997)

Witczak, J., Kasprzak, J., Klos, Z., et al.: Life cycle thinking in small and medium enterprises: the
results of research on the implementation of life cycle tools in Polish SMEs-part 2: LCA related
aspects. Int. J. Life Cycle Assess. (2014). doi:10.1007/s11367-013-0687-9

Zackrisson, M., Rocha, C., Christiansen, K., Jarnehammar, A.: Stepwise environmental product
declarations: ten SME case studies. J. Clean. Prod. 16, 1872-1886 (2008). doi:10.1016/j.
jclepro.2008.01.001

Author Biographies

Mikolaj Owsianiak involved in development and application of life cycle impact assessment
methods in sustainability assessment of technologies. Has worked on issues associated with: soils
(remediation), metals (toxic impact assessment), biodiesel (fate in the environment), and
carbonaceous materials (biochar and hydrochar).

Anders Bjoern part of the LCA community since the early 2010s. Main focus is interpretations of
sustainability and integration of sustainability targets in LCA to enable absolute sustainability
assessments.

Alexis Laurent working with LCA since 2010 with a strong LCIA focus, particularly on
normalisation aspects. Main LCA interests include development of LCIA methods, LCA
applications and footprinting of large-scale systems for policy-making (e.g. nations, sectors), and
LCA applied to various technology domains, including energy systems.

Christine Molin active in the field of LCA since 1992. Special interest in the development and
dissemination of LCA and in the use of LCA in small and medium sized enterprises.

Morten W. Ryberg environmental engineer working with LCA since 2013. Primary focus on
advancing absolute sustainability assessments by integrating and implementing environmental
sustainability references in LCA. Other works include environmental assessment of coal cleaning
technologies and of new carbonaceous materials.


http://dx.doi.org/10.1007/s100980050013
http://dx.doi.org/10.1007/s100980050013
https://www.unilever.com/Images/uslp-mobilising-collective-action-summary-of-progress-2015_tcm244-424809_en.pdf
https://www.unilever.com/Images/uslp-mobilising-collective-action-summary-of-progress-2015_tcm244-424809_en.pdf
http://dx.doi.org/10.1007/s11367-013-0687-9
http://dx.doi.org/10.1016/j.jclepro.2008.01.001
http://dx.doi.org/10.1016/j.jclepro.2008.01.001

Chapter 5
LCA and Sustainability

Andreas Moltesen and Anders Bjorn

Abstract LCA is often presented as a sustainability assessment tool. This chapter
analyses the relationship between LCA and sustainability. This is done by first
outlining the history of the sustainability concept, which gained momentum with
the Brundtland Commission’s report ‘Our Common Future report’ in 1987, and
presenting the most common interpretations of the concept, which generally
comprise four dimensions: (1) measures of welfare, (2) inter-generational equity,
(3) intra-generational equity and (4) interspecies equity. The relevance of envi-
ronmental protection for dimensions 2 and 4 is then demonstrated, and the strategy
of LCA to achieving environmental protection, namely to guide the reduction of
environmental impacts per delivery of a function, is explained. The attempt to
broaden the scope of LCA, beyond environmental protection, by so-called life cycle
sustainability assessment (LCSA) is outlined. Finally, the limitations of LCA in
guiding a sustainable development are discussed.

Learning Objectives
After studying this chapter the reader should be able to:

e Explain the most common interpretations of the definition of sustainable
development from Our Common Future.

e Account for the relevance of environmental protection to sustainability.

e Describe the type of sustainability strategy that LCA may support and discuss its
limitations.
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5.1 Introduction

In 1987, the United Nations’ World Commission on Environment and Development
published its report Our Common Future, which is sometimes referred to as the
Brundtland Report after its chairperson, Gro Harlem Brundtland (WCED 1987).
The report was a response; on the one hand to the growing disparity between North
and South and on the other hand to the increased awareness that many of the natural
systems on which we depend were under increasing stress. Development of the
South was seen as urgently needed, but the development had to be achieved in an
environmentally sound way which would allow for a continued thriving of the
world’s population—also in the future. The development in other words had to be
sustainable. While the term “sustainable development” was already introduced in
1980 by the International Union for the Conservation of Nature, the publication of
Our Common Future created a widespread awareness of sustainable development
and provided its most well-known definition: “... development that meets the needs
of the present without compromising the ability of future generations to meet their
own needs”. By coupling the concern for the present and future generations, the
concept of sustainable development, as defined in Our Common Future, provided a
framework for thinking these two increasingly pressing global challenges together
in one immensely influential term.

The ability of present and future generations to meet their needs depends strongly
on the life support functions of the earth and inherent in the definition of sustainable
development is thus a concern for the health of the environment. The development of
LCA can in many regards be seen as stemming from the same concern for envi-
ronmental protection (see Chap. 3). A natural question may therefore be; How does
LCA and sustainable development relate, and to what extent can LCA be used as a
methodology for informing decisions towards sustainability?

To answer these questions we will start by giving an overview of how sus-
tainable development is understood in literature, followed by an analysis of the
possibilities and limitations for LCA to support it.

5.2 What Is Sustainability?

Since the publication of Our Common Future, many different definitions of “sus-
tainable development” or the related term “‘sustainability” have been presented. In
this chapter we will use these two terms interchangeably, but it should be men-
tioned that in literature, these concepts can be used with different connotations. It is,
for example, sometimes asserted that sustainable development is primarily about
development (sometimes seen as synonymous with economic growth), whereas
sustainability gives priority to the environment. Others have argued that the dif-
ference is rather that sustainable development should be seen as the process or
journey to achieving sustainability.
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Proposals for definitions of sustainable development have been booming after
the publication of Our Common Future, and have added several nuances and
potential modifications to this definition. For example, some have argued against
the one-sided focus on human needs. In the definition of sustainable development
given above, there is little room for considering other living species than humans,
unless these species directly serve as means to meet these human needs. In line with
this, it has been argued that the definition is too narrow, and that other living species
should be considered as well.

Others have debated the word “need”, and suggested several others and in many
regards related words such as “wellbeing”, “utility”, “welfare” and “aspiration”.

Finally, it should be mentioned that the researchers, especially within the eco-
nomic discipline, have omitted the focus on the needs of the present and claimed
that sustainability is simply about ensuring that the total utility or welfare of a
society can be maintained over an infinite time horizon (Pezzey 1992).

Despite these variations, there is a large degree of common ground in definitions
of sustainability. Sustainability can be seen as comprising by the following four
dimensions, with varying emphasis:

1. The first dimension relates to measures of welfare that is to be achieved in the
population comprised by the definition (see Dimensions 2—4). This measure of
welfare comprises several different concepts, such as “need”, “utility”, “hap-
piness” and “aspiration”. Several others can be found in literature.

2. The second dimension relates to the concern for inter-generational equity, i.e. a
concern for the equity in the welfare (as defined by the first dimension) between
this and future generations. In most cases, these future generations comprise
anyone born in the future, i.e. from tomorrow till infinite time has passed. This
concern, together with some version of the first dimension, is found in all
definitions of sustainability.

3. The third dimension relates to intra-generational equity. Within this dimension,
we consider the extent to which the measures of welfare are equally distributed
within a generation both on a macro-scale (i.e. among developed and developing
nations) and on a micro-scale (i.e. the equality within a given nation, region or
local community). As noted above, there is a large difference in the definitions
with regards to whether this dimension is considered at all.

4. The fourth and final dimension relates to interspecies equity, relating to whether
it is only the welfare (however defined) of humans which is a goal, or whether
also the thriving of other living organisms (independent of their potential to
contribute to human welfare) is considered. It should be noted that most defi-
nitions (including the original definition given in Our Common Future) are
anthropocentric (i.e. human centred) and therefore do not include this
dimension.
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5.3 Sustainability and the Environmental Concern

Except from the fourth dimension of sustainability, which is typically not consid-
ered, there is no explicit consideration of environmental conservation in most
definitions of sustainability. It may therefore seem odd that environmental pro-
tection is often seen as being more or less synonymous with sustainability. The
reason should primarily be found in the concern for inter-generational equity. The
rationale behind protecting the environment from a concern for inter-generational
equity is that the natural resources and the services that nature provides are seen as
the foundation for society. Without a functioning environment we will not be able
to cultivate crops, secure clean air, be protected from ultraviolet radiation from the
sun, etc. The idea is thus that protecting the environment is necessary to give future
generations the same possibilities for achieving the levels of welfare that current
generations are experiencing.

Thus, besides the concern for intra-generational equity, which is not ensured
simply by protecting the environment, but which calls for initiatives related to
combating poverty, sustainability includes a concern for environmental protection.
The extent to which the environment should be protected as a condition for the
inter-generational equity dimension of sustainability is, however, not clear-cut.
Clearly, human needs cannot be met if humans cannot breathe due to air pollution
or lack of oxygen. But the more detailed dependency of human needs on specific
functions or qualities of the environment is disputed. For example, will the potential
for meeting human needs be violated if the panda bear becomes extinct? And to
what extent can technology replace the services and functions provided by
ecosystems?

While keeping this discussion in mind, researchers have attempted to quantify
carrying capacities of ecosystemsthat must not be exceeded to maintain functions
and other ecosystem aspects of interest. For example, the carrying capacities of
different terrestrial ecosystems in Europeand elsewhere towards deposition of
acidifying compounds (sometimes termed critical loads) have been calculated
(Hettelingh et al. 2007). At the global scale planetary boundaries have been pro-
posed and tentatively quantified. Planetary boundaries can be interpreted as car-
rying capacities for the entire Earth System towards various anthropogenic
pressures, such as greenhouse gases and interference with nutrient cycles. If
exceeded there is a substantial risk that the Earth System will change from its
well-known and relatively stable state that has characterized the Holocene geo-
logical epoch in the past 12,000 years to an unknown state (Rockstrom 2009;
Steffen et al. 2015a). According to estimates, this exceedance has already happened
for four of the nine proposed planetary boundaries, as shown in Fig. 5.1.

As this chapter is about the role of LCA in the environmental protection needed
to achieve sustainability we will only address the part of the sustainability definition
pertaining to the environment. Chapter 16 addresses the development of what has
been termed Social LCA, addressing the social dimension of sustainability.
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Fig. 5.1 Planetary boundaries. a Illustrates the concept of thresholds and boundaries in relation to
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(two of them subdivided for specific pressures) and that mankind has currently exceeded four of
them, two beyond the zone of uncertainty (Steffen et al. 2015a). Reprinted with permission from
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5.4 Sustainability and LCA

If sustainability entails that the environment has to be conserved, the question is
How can we conserve the environment? What are the overall drivers that lead to
environmental deterioration?

These questions were first addressed in Holdren and Ehrlich (1974), whose work
in a modified form lead to the formulation of the so-called IPAT equation, or

I1=PAT (5.1)

where (/) is the environmental impact, (P) is the population, (A) is the per capita
affluence and (7) is the technology factor.

The formula expresses that the overall impact on the environment is controlled
by the number of people on the planet, their affluence, expressed in material
affluence per person, and technology’s environmental intensity, expressed in
environmental impact per material affluence.

Figure 5.2 shows the global development in population and various indicators of
affluence, such as GDP, transportation and paper production, along with indicators
of environmental pressures and impacts from 1750 to 2010. Figure 5.2a shows that
while the world population has almost tripled from 1950 to 2010, all the indicators
of affluence have increased at higher rates, meaning that the per capita affluence
(“A” in the IPAT equation) has increased in the period (note that this increase has
been unequal—income differences between and within countries have increased in
the period). Figure 5.2b shows that the combined effect of an increasing population
and increasing per capita affluence (“P” and “A” in the IPAT equation) has led to
increases in environmental pressure and impacts (“I” in the IPAT equation). This
means that technological improvements in environmental impact per material
affluence (“T” in the IPAT equation) have been insufficient for maintaining envi-
ronmental pressures and impacts at a status quo, let alone for decreasing them.

With the historical development in mind, the IPAT equation shows us that we, in
theory, have three overall knots and handles to manipulate to ensure that loads on
the environment do not exceed carrying capacities. Two of these three parameters,
the number of people and their affluence, have been difficult to handle. In relation to
the number of people, this can either be regulated by increasing mortality or
reducing fertility, and in most parts of the world issues like these are not on the
political agenda. In some parts of the world, for example in the EU, Russia and
Japan, it is even seen as a political aim to increase fertility. However, despite this,
projections show that the world population may stabilize around 10 billion in 2050.

With regards to the affluence, we have already established above that to increase
the intra-generational equity, there is a need for increasing the affluence of the ones
mostly in need. Reducing the overall affluence while increasing the affluence of the
poorest inevitably calls for a decrease in the affluence of the richest part of the world
population which is a difficult program for a political party striving for (re-)election
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Fig. 5.2 Global development in a selection of a socio-economic indicators and b pressures and
impacts on the environment from 1750 to 2010 (Steffen et al. 2015b). Reprinted by Permission of
SAGE Publications, Ltd.

in a liberal democracy as found in most affluent societies today. The “A” in the
IPAT equation above is therefore expected to increase over time.

What is left is the development of technology, which can allow us to regulate the
environmental impact per consumed unit (the ‘7" factor in the IPAT equation). To
increase the output or functionality while keeping a constant environmental impact
corresponds to increasing what is often termed eco-efficiency. According to the
World Business Council of Sustainable Development “eco-efficiency is achieved by
the delivery of competitively priced goods and services that satisfy human needs
and bring quality of life while progressively reducing environmental impacts of
goods and resource intensity throughout the entire life cycle to a level at least in line
with the Earth’s estimated carrying capacity” (WBCSD 2000). By increasing the
eco-efficiency of existing products and technologies, the idea is thus that we will be
able to consume the same, or more, while at the same time lowering the overall
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As outlined in the chapters above, and as will be further detailed in the
remaining parts of this book, LCA shows how a specific functionality can be
achieved in the most environmentally friendly way among a predefined list of
alternatives, or in which parts of the life cycle it is particularly important to improve
a product to reduce its environmental impacts, in other words, increase its
eco-efficiency. LCA can therefore be seen as a methodology that can guide deci-
sions towards improving one of the three dimensions in the IPAT equation, namely
the technology (“7”’) dimension.
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5.5 A Note on Life Cycle Sustainability Assessment

It has been proposed to expand LCA into life cycle sustainability assessment
(LCSA) to also encompass socialand economic aspects, in addition to environ-
mental aspects of sustainability when analysing product life cycles (Kloepffer 2008;
Zamagni 2012). The idea of LCSA builds on the so-called “three pillars” (or three
dimensions) interpretation of sustainability, according to which sustainability is
composed of an environmental, social and economic pillar. This interpretation
gained momentum with the concept of the “Triple bottom line” by Elkington
(1997), who proposed that businesses should manage environmental, social and
economic aspects of sustainability in the same quantitative way that financial
aspects are typically managed inaccounting. Accordingly, Kloepffer (2008) pro-
posed the following scheme for LCSA:

LCSA = LCA +LCC + SLCA (5.2)

LCC is an abbreviation for life cycle costingwhich aims to quantify all costs
associated with the life cycle of a product that is directly covered by one or more of
the actors in that life cycle. S-LCA is an abbreviation for social life cycle assess-
ment, which has the goal of assessing the social impacts of a product over its life
cycle. LCC and S-LCA are detailed in Chaps. 15 and 16 of this book. An important
requirement of LCSA is that the three pillars of sustainability must be assessed
using the same system boundaries, i.e. that the same elements of a product life cycle
are considered in all three assessments (Kloepffer 2008) (see Chap. 8, for an
elaboration on system boundaries).

While LCSA is much less mature than LCA and there is a little agreement of
how to actually perform it, two fundamental aspects of LCSA deserve highlighting
in this chapter:

1. LCSA seems to be based on the assumption that sustainability is something that
can be balanced between an environmental, social and economic dimension.
This is hinted by the scheme proposed by Kloepffer (2008), according to which
a decrease in one sustainability dimension (e.g. environmental) can be com-
pensated by an increase in another dimension (e.g. social). This conflicts with
the concept of carrying capacity, according to which the meeting of human
needs depends on a minimum level of environmental protection, as mentioned
in Sect. 5.2. In our view it would therefore be misleading to assess a product
that has a relatively good performance in an LCC and an S-LCA, but a relatively
poor performance in an LCA, to be overall sustainable, because the bad per-
formance in an LCA may be contributing to the exceedances of carrying
capacities, which in the long term threatens the meeting of human needs and
thus social (and economic) sustainability. This perspective is reflected by a
popular quote, attributed to Dr. Guy McPherson: “If you really think that the
environment is less important than the economy, try holding your breath while
you count your money”’ (McPherson 2009).
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2. LCSA includes an economic dimension of sustainability. This is consistent with
the common “three pillar” interpretation of sustainability, but it can be ques-
tioned how relevant LCC is for sustainability assessments. This is because the
costsquantified by LCC are only relevant to sustainability if these costs apply to
the poor, which are of concern to the intra-generational equity dimension of
sustainability (Jergensen et al. 2013). Yet, quantifying the monetary gains or
losses for the poor is already an aspect commonly included in S-LCA (see
Chap. 16).

5.6 Limitations to the Strategy for Achieving
Sustainability Through LCA

Even though LCA gives us the very valuable possibility of choosing the most
eco-efficient way of achieving a specific functionality or service, this approach has
some important limitations in regards to ensuring (environmental) sustainability.

Following the IPAT equation, and knowing the projections for the population
growth and the goals for the increase inaverage affluence, it has been estimated that
a factor 4, or higher, increase in the eco-efficiency of technologies or products is
needed just to ensure a status quo with regards to our impacts on the environment
(Reijnders 1998). But as shown in Fig. 5.1, status quo, with regards to some
environmental impacts, is not good enough if we are to guarantee a sustainable
development, because a number of planetary boundaries have already been
exceeded. For some technologies and products an increase in “7T”’ closer to a factor
10 may therefore be required.

It is evident that a factor of 10 increase in the eco-efficiency of technologies or
products in many cases will be difficult to achieve. For example, even the most
eco-efficient cars are far from a factor 10 more efficient than the average car, both
regarding energy consumption during use and material consumption during pro-
duction (Girod et al. 2014). In other cases, however, a factor 10 increase in the
eco-efficiency of products has been achieved in isolated areas. Freon and other
ozone depleting gases used in for example refrigerators have more or less been
phased out as a result of the Montreal Protocol, leading to an eco-efficiency increase
on this isolated area, far better than a factor of 10 (WMO 2014).

However, one thing is to increase the eco-efficiency of the product, another is
how we administer the gains achieved through the increased efficiency. History has
demonstrated that the level of services that we want from products and technologies
is not static. As soon as new possibilities evolve we tend simply to expand our
wants and expectations (which might not be the same as needs, depending on the
interpretation of sustainability). Evidence suggests that increases in eco-efficiencies
in some cases due to changes in wants and expectations lead to so-called “rebound
effects”. An example of a rebound effect could be if an increase in eco-efficiencyof
the car engine leads the producer to increase the power of the motor, add extra
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comfort to the car, or if costumers travel longer distances due to an improved fuel
economy, reducing or eliminating the effect of the increase in eco-efficiency.
Another example is seen in the lighting technologies: Since the light bulb was
invented there has been an enormous increase in the energy efficiency, which has
equally lead to a dramatic decrease in the price of light. But as our appetite for more
light seems insatiable this increase in eco-efficiency has been met by a corre-
sponding increase in demand—with no signs of saturation. In fact, it has been found
that the fraction of GDP spent on light has remained almost constant, close to 1%
over the last three centuries in the UK and that this fraction is similar in other
countries spanning diverse temporal, geographic, technological and economic cir-
cumstances (Tsao and Waide 2010).

In sum, this implies that while LCA may help identify the most eco-efficient
solution among a range of alternatives, the actual eco-efficiency that we may
achieve through redesign and technological inventions is in many cases insufficient.
Furthermore, the increases that are gained in eco-efficiency on the product or
technology level may be counterbalanced by increases in demand. Impacts on the
environment quantified using LCA can be put into a sustainability perspective by
relating them to environmental carrying capacities (Bjorn et al. 2015). This can
facilitate an absolute evaluation of whether a studied product can be considered
environmentally sustainable, and if not, how much further environmental impacts
must be reduced for this to come true. Such an absolute perspective can comple-
ment the common relative perspective of LCA which is about identifying the
product system that is better for the environment, but that might not be good
enough from a sustainability perspective.

Yet, even when an absolute perspective is taken LCA cannot, by itself, cover all
relevant aspects of sustainability. Many sustainability researchers have argued that
the narrow focus on eco-efficiency simply will not suffice. They propose that we
have to look at the necessity of the services, and not only at providing the services
in the most eco-efficient way. In other words, these researchers talk about the
necessity to adjust the “A”, the affluence, in the IPAT equation. In this relation, the
LCA falls short—it is a tool to find the most eco-efficient way to deliver this service
among a list of predefined alternatives—not a tool for identifying the importance of
various services.

Increases in eco-efficiency are high on the agenda in many companies, not least
because of the often accompanying cost reductions, and on this journey there is no
doubt that the LCA will be an invaluable tool to show the way. However, at the
same time, we have to be open to the possibility that we may need to discuss not
only how different services should be provided, but also the more sensitive and
political question—whether a service should be provided at all, if we are to ensure
that the future generations are given the same possibilities for meeting their needs as
we were given.
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Chapter 6
Introduction to LCA Methodology

Michael Z. Hauschild

Abstract In order to offer the reader an overview of the LCA methodology in the
preparation of the more detailed description of its different phases, a brief intro-
duction is given to the methodological framework according to the ISO 14040
standard and the main elements of each of its phases. Emphasis is on the iterative
nature of the LCA process with its many feedback loops between the different
phases. It is explained how the integrated use of sensitivity analysis helps identify
key assumptions and key data and thus ensure effectiveness by directing the focus
of the LCA practitioner to those parts of the study where additional work con-
tributes most to strengthen the results and conclusions of the study.

Learning Objectives
After studying this chapter, the reader should be able to

e Draw and explain the methodological framework for LCA.
Present an overview of the phases of LCA, their purpose and main elements.
Explain the iterative nature of LCA and its rationale in terms of helping the LCA
practitioner focus on what matters most for the results and conclusions of the
study.

6.1 Introduction

As described in Chap. 3, the need for agreement on common principles for how to
perform an LCA was realised back in the 1980s. An international discussion of
methodological issues took off around 1990 under the auspices of SETAC leading
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to publication of state-of-the-art reports and codes of conduct for different parts of
the LCA methodology throughout the 1990s and feeding into the standardisation
process that went on in parallel. Although many methodological aspects are still
under discussion and development continues today, the fundamental structure has
been stable since the appearance of the first ISO 14040 standard in 1997, and it is
also applied in major LCA methodologies like the CML (Guinée 2002), EDIP97
(Wenzel et al. 1997), and by the ILCD guidelines from the EU Commission
(EC-JRC 2010).

The methodology chapters in Part II of this book give a detailed presentation of
the LCA methodology structured according to the ISO framework and referring to
the recommendations and requirements given by the ILCD guidelines. References
are not given consistently to these sources throughout the chapters but unless
otherwise mentioned, they are the basis of the presented methodology.

The European ILCD guidelines for LCA (EC-JRC 2010) are strongly founded in
the framework and methodological requirements of the ISO LCA standards (ISO
2006a, b) but they go further and offer methodological guidance at a much more
detailed level than the standards do. They are the outcome of a comprehensive
consultation process involving hearings of experts and stakeholders, and on this
basis, we have chosen them as a useful reference for discussing LCA methodology
and specifying methodological choices. In Chap. 37 the most important method-
ological actions and requirements of the ILCD guideline are presented in the form
of a cookbook or checklist that you can refer to as a reference methodology to
follow, or to deviate from at specific and transparently documented points of the
methodology.

6.2 The Phases of LCA

We begin in this introductory chapter with a brief description of the main
methodological phases and the way in which their results are assessed and refined in
a focused iterative process. This will give you an overview of the methodology
before you dig into the details and peculiarities of its different phases and elements,
and it will introduce you to the iterative approach, which is fundamental for per-
forming a successful LCA.

As illustrated in Fig. 6.1, the ISO standard distinguishes the methodological
framework of LCA from its different applications, which are multiple such as
product development, Ecolabelling, carbon footprint and other footprints (see
Part IIT of the textbook for examples). Applications of LCA are treated in separate
publications from the standard organisation. The LCA framework operates with
four separate phases, Goal and scope definition, Inventory analysis, Impact
assessment and Interpretation.
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Fig. 6.1 Framework of LCA modified from the ISO 14040 standard

6.2.1 Goal and Scope Definition

An LCA starts with a well-considered and deliberate definition of the goal of the
study (see Chap. 7). Why is this study performed? Which question(s) is it intended
to answer and for whom is it performed? The goal definition sets the context of the
LCA study and is the basis of the scope definition (see Chap. 8) where the
assessment is framed and outlined in accordance with the goal definition, primarily
in terms of

Defining the functional unit: a quantitative description of the function or service
for which the assessment is performed, and the basis of determining the refer-
ence flow of product that scales the data collection in the next LCA phase, the
inventory analysis.

Scoping the product system, deciding which activities and processes belong to
the life cycle of the product that is studied.

Selecting the assessment parameters, i.e. the impacts that shall be assessed in the
study.

Selecting the geographical and temporal boundaries and settings of the study
and the level of technology that is relevant for the processes in the product
system.

Deciding the relevant perspective to apply in the study: should it be a conse-
quential study assessing the impacts that can be expected as a consequence of
choosing one alternative over another, or should it be an attributional study
assessing the impacts that are associated with the studied activity?

Identifying the need to perform critical review, in particular if the study is a
comparative assertion intended to be disclosed to the public.



62 M.Z. Hauschild

The goal definition and the ensuing scope definition are very important to
consider when the results of the study are interpreted since these definitions involve
choices that determine the collection of data and the way in which the system is
modelled and assessed. They therefore have a strong influence on the validity of the
conclusions and recommendations that are based on the results of the LCA.

6.2.2 Inventory Analysis

Following the definition of goal and scope, the inventory analysis collects infor-
mation about the physical flows in terms of input of resources, materials,
semi-products and products and the output of emissions, waste and valuable
products for the product system (see Chap. 9). The analysis studies all the processes
that were identified as belonging to the product system, and the flows are scaled in
accordance with the reference flow of product that is determined from the functional
unit. Due to the comprehensiveness of most product systems, the inventory analysis
often relies on generic data for many processes originating from databases with unit
processes or cradle-to-gate data, presenting the in- and output flows for one unit
process, e.g. for production of a material, generation of heat or electricity, trans-
portation or waste management. Environmentally extended input—output analysis
can be used to support and qualify the collection of inventory data as discussed in
Chap. 14.

The outcome of the inventory analysis is the life cycle inventory, a list of
quantified physical elementary flows for the product system that is associated with
the provision of the service or function described by the functional unit.

6.2.3 Impact Assessment

Taking the life cycle inventory as a starting point, the impact assessment translates
the physical flows and interventions of the product system into impacts on the
environment using knowledge and models from environmental science (see
Chap. 10). The impact assessment consists of five elements of which the first three
are mandatory according to the ISO 14040 standard:

1. Selection of impact categories representative of the assessment parameters that
were chosen as part of the scope definition. For each impact category, a rep-
resentative indicator is chosen together with an environmental model that can be
used to quantify the impact of elementary flows on the indicator.

2. Classification of elementary flows from the inventory by assigning them to
impact categories according to their ability to contribute by impacting the
chosen indicator.
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3. Characterisation using environmental models for the impact category to
quantify the ability of each of the assigned elementary flows to impact the
indicator of the category. The resulting characterised impact scores are
expressed in a common metric for the impact category. This allows aggregation
of all contributions into one score, representing the total impact that the product
system has for that category. The collection of aggregated indicator scores for
the different impact categories (each expressed in its own metric) constitutes the
characterised impact profile of the product system.

4. Normalisation is used to inform about the relative magnitude of each of the
characterised scores for the different impact categories by expressing them
relative to a common set of reference impacts—one reference impact per impact
category. Often the background impact from society is used as a reference. The
result of the normalisation is the normalised impact profile of the product system
in which all category indicator scores are expressed in the same metric.

5. Grouping or weighting supports comparison across the impact categories by
grouping and possibly ranking them according to their perceived severity, or by
weighting them using weighting factors that for each impact category gives a
quantitative expression of how severe it is relative to the other impact categories.
Quantitative weighting allows aggregation of all the weighted impact scores into
one overall environmental impact score for the product system, which may be
useful when the results of the LCA are used in decision support together with
other condensed information like the economic costs of the alternatives.

The main focus of this book is the traditional environmental LCA focusing on
the environmental impacts of the product system, but for sustainability assessment,
also social and economic impacts need to be considered. For these other dimensions
of sustainability, a life cycle perspective is as relevant as it is for the environmental
dimension and in a life cycle sustainability assessment (LCSA—See Chap. 5) they
may be addressed through a social LCA (S-LCA) and a life cycle costing analysis
(LCCQ). Both of these assessment techniques have their own distinct methodological
foundation which shares the fundamental framework of environmental LCA but has
many distinct elements in all phases of the methodology as introduced in Chaps. 15
(LCC) and 16 (S-LCA).

Interpretation The results of the study are interpreted in order to answer the
question(s) posed as part of the goal definition (see Chap. 12). The interpretation
considers both results of the inventory analysis and the impact assessment elements
characterisation and, possibly, normalisation and weighting. The interpretation
must be done with the goal and scope definition in mind and respect the restrictions
that the scoping choices impose on a meaningful interpretation of the results, e.g.
due to geographical, temporal or technological assumptions.

Sensitivity analysis and uncertainty analysis are applied as part of the inter-
pretation to guide the development of conclusions from the results, to appraise the
robustness of the conclusions, and to identify the focus points for further work in
order to further strengthen the conslusions.
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6.3 The Iterative Nature of LCA

In Fig. 6.1 a number of arrows indicate that rather than a linearly proceeding
process, LCA involves many feedback loops between the different phases of the
LCA. Insights from the impact assessment are used in refining the inventory
analysis and insights from both of these phases may feed back to the scope defi-
nition, e.g. in the setting of the boundaries of the product system, what to include
and what to exclude. Sensitivity and uncertainty analysis are thus not just per-
formed in the interpretation at the end but throughout the study as part of both
inventory analysis and impact assessment in order to identify the key figures or key
assumptions of the study and the data that are associated with the largest uncer-
tainties (see Chap. 11). Each phase of the methodology provides feedback to the
previous phases of the study and helps target the next iteration of the LCA. The best
precision is obtained with minimum work effort if the focus is on improving the key
figures wherever possible and needed, and on reducing the largest uncertainties.

In practice, the first iteration will often be a screening that covers the full life
cycle, but in terms of inventory data largely is based on easily accessible data from
available databases. Following the impact assessment, the parts of the product
system that contribute most strongly to the total results can be identified, and the
chosen boundaries of the product system can be tested. As a consequence, the
scoping may have to be refined. The impact assessment results also allow identi-
fying those inventory data or assumptions made in the inventory analysis that have
the largest influence on the overall results or for which the uncertainties are so large
that they potentially could be key figures. These data should be the target of the
next iteration, where effort should be focused on testing and refining these
assumptions or data and get more representative or recent data. Based on the revised
inventory a new impact assessment is performed, and the sensitivity analysis is
performed once more to see which are now the key figures and key assumptions.
Large uncertainties may also accompany the factors applied in the characterisation
of some of the inventory flows in the impact assessment, and if the sensitivity
analysis indicates that such uncertainties may have a decisive influence on the
results, these factors will also be the target of a consecutive iteration. Figure 6.2
illustrates the iterative approach to performing an LCA.

As illustrated by the narrowing spiral in Fig. 6.2, the uncertainty of the LCA
results is reduced through the repeated iterations, and these are carried on until the
remaining uncertainty of the results is sufficiently small to meet the goal of the
study. If the goal is to identify which among several alternatives has the lowest
environmental impacts, the number of needed iterations may be low if the alter-
natives show large differences in their impacts, while a higher number of iterations
will be needed if the alternatives are more similar. An LCA performed to support an
environmental product declaration with a general requirement to the uncertainty of
the impact scores can require a high number of iterations before all impact scores
are determined within the stipulated level of uncertainty.
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Fig. 6.2 Using sensitivity LCI 1
analysis and uncertainty
analysis as integrated tools,
the phases of the LCA
methodology are repeated
with focus on improving and
strengthening the identified
key figures and assumptions
in consecutive iterations until
the strength of the conclusions
meets the requirements posed
by the goal and scope
definition
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With this overview of the LCA framework, its interconnected phases and how
iteration is used to ensure effectiveness when performing an LCA, you are now
prepared for diving into the intricate details of the many elements of the LCA
methodology. Enjoy!
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Chapter 7
Goal Definition

Anders Bjorn, Alexis Laurent, Mikolaj Owsianiak
and Stig Irving Olsen

Abstract The goal definitionis the first phase of an LCA and determines the
purpose of a study in detail. This chapter teaches how to perform the six aspects of a
goal definition: (1) Intended applications of the results, (2) Limitations due to
methodological choices, (3) Decision context and reasons for carrying out the
study, (4) Target audience, (5) Comparative studies to be disclosed to the public and
(6) Commissioner of the study and other influential actors. The instructions address
both the conduct and reporting of a goal definition and are largely based on the
ILCD guidance document (EC-JRC in European Commission—Joint Research
Centre—Institute for Environment and Sustainability: International Reference Life
Cycle Data System (ILCD) Handbook—General Guide for Life Cycle Assessment
—Detailed Guidance. Publications Office of the European Union, Luxembourg
2010).

Learning Objectives
After studying this chapter, the reader should be able to:

e Define the goal of any LCA study.
e Explain the six goal aspects and their relevance for the subsequent LCA phases.
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7.1 Introduction

The goal definitionis the first phase of any LCA. Here, the purpose of the study is
elaborately defined and described. This greatly influences the LCA because deci-
sions made in later LCA phases (Chaps. 8—12) must be consistent with the goal
definition. The influence may also go the other way, for example, if unforeseen data
limitations in the inventory analysis (Chap. 9) necessitate a revision of the goal
definition. Such a revision is an example of the iterative nature of LCA (see Chap. 6).

The goal definition based on the ISO standard requirements generally contains
Six aspects:

. Intended applications of the results

. Limitations due to methodological choices

. Decision context and reasons for carrying out the study
. Target audience

. Comparative studies to be disclosed to the public

. Commissioner of the study and other influential actors.

(o)W N I S R

Each aspect must be considered when performing an LCA. Aspects 1 and 3 are
central for doing an LCA because they have pervasive influence on decisions made
in later LCA phases. On the other hand, aspects 2, 4, 5 and 6 mainly relate to
communicating the results of an LCA. For these aspects, we further refer to
Chaps. 13, 37-39, which provide specific guidance on and examples of the
reporting and reviewing of LCA results.

7.2 Intended Applications of the Results

All LCAs involve studying one or more product systems and this can be used in
several applications, such as

e Comparing environmental impacts of specific goods or services.

e Identifying the parts of a product system that contribute most to its environ-
mental impact (i.e. “hot spot identification”, focusing in product development).

e Evaluating improvement potentials from changes in product designs(analysis
and ‘what-if” scenarios in eco-design).

e Documenting the environmental performance of products (e.g. in marketing
using environmental product declarations or other types of product environ-
mental footprints).

e Developing criteria for an eco-label.

e Developing policies that consider environmental aspects.

It is important to determine the intended application(s) of the LCA results at the
onset, because it influences later phases of an LCA, such as the drawing of system
boundaries (Chap. 8), sourcing of inventory data (Chap. 9) and interpretation of
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results (Chap. 12). Often, several separate applications are intended in a study. For
example, the intended applications of the results of the illustrative case on window
frames in Chap. 39 were both to benchmark a new window design against three
windows already on the market and to identify hot spots in the life cycle of the
compared windows with the aim of guiding future impact reduction efforts.

7.3 Limitations Due to Methodological Choices

This aspect can be seen as a critical reflection of what the LCA results can and
cannot be used for. If a study only covers climate change (often referred to as a
“carbon footprint” study) it is, for example, important to stress that results cannot be
used to claim a general environmental superiority of a studied product or conclude
anything about its overall “environmental friendliness”. Also, if a comparative
study disregards one or more life cycle stages, it is important to stress how that
limits the interpretation of results. For example, a study comparing the production
of 1 tonne aluminum to the production of 1 tonne steel from mining to ingot cannot
be used to identify the environmentally soundest material for use in a car, because
the density difference of the two metals leads to differences in the amount of metal
used for the car body and differences in the car mileage (fuel consumption per
kilometre), causing different environmental impacts in the use stage and finally also
in the disposal stage. In the illustrative window frame case study (Chap. 39) a stated
limitation of the study was that a site-generic LCIA approach was taken in spite of
impacts being concentrated around Scandinavia, where the natural environments,
for some impact categories, do not correspond to the global average (e.g.
Scandinavian soils show a higher sensitivity to depositions of acidifying com-
pounds). Note that the limitations stated here should only relate to the choices made
in the goal and scope phases of an LCA (this chapter and Chap. 8). These choices
all relate to the planning and use of an LCA. On the contrary, choices made during
the inventory and impact assessment phases of an LCA (Chaps. 9 and 10) relate to
unforeseen constraints and assumptions (for example with respect to data avail-
ability) and must be documented at a later point in an LCA report, for example, in
the inventory analysis part (Chap. 9) or in the interpretation part of a report (see
Chap. 12).

7.4 Decision Context and Reasons for Carrying Out
the Study

This is an important aspect of the goal definition because it strongly influences the
appropriate elaboration of a life cycle inventory (Chap. 9). First, the reasons for
carrying out a study must be understood. The reasons should be clearly connected
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Intended application Reasons for carrying out the study

Comparative assertion of the overall Support decision on lgovernmental
: - . recommendations for
environmental impacts associated .
. . ) . : environmentally preferred future
with nation-wide recycling (Option 1)

or incineration (Option I1) of all used handllng‘of paper waste from
. . . commercial and governmental
office paper in Australia

offices in Australia

Fig. 7.1 Example of reasons for carrying out a study in continuation of the intended application

to the intended application of results (Sect. 7.2) and specifically address drivers and
motivations with respect to decision-making. Figure 7.1 provides an example of
reasons for carrying out a study in continuation of the intended applications.

Note that there is some ambiguity about the differences between “Intended
application” and “Reasons for carrying out the study” in the ILCD guideline. As a
rule of thumb the former should describe what a study does, while the latter should
address why a study is made. The reasons for carrying out at study help under-
standing its decision context. In the example shown in Fig. 7.1 the study is moti-
vated by a need for decision supporton governmental recommendations of paper
waste handling. This means that the results and recommendations of the study can
be expected to lead to changes in the analysed system. These changes may, in turn,
lead to so-called “structural changes” in other systems that the studied product
system interacts with. A structural change occurs when a change in one product
system has such a large influence on the demand for a good or a service that it leads
to new equipment being installed (increase in production capacity) or existing
equipment being prematurely taken out of use (decrease in production capacity). As
a rule of thumb, structural changes can be assumed to take place if the analysed
decision leads to an additional demand or supply of a product that exceed the
average percentage of annual replacement of total capacity (100% divided by the
average equipment lifetime in years, e.g. 20). Structural changes result in qualitative
and quantitative differences of industries and this must be considered in the
inventory modelling (Chap. 9). In combination the above considerations help
identify three different decision context situations and any LCA should be classified
into one of these as part of the goal definition. Box 7.1 presents these three decision
contexts and Fig. 7.2 presents a decision tree for how to determine the correct
decision context of an LCA study.

Box 7.1 The Three Types of Decision Contexts

Situation A (Micro-level decision support): The study results are intended
used to support a decision, but the small scale of the studied product system
means that regardless the decision made, it will not cause structural changes
in the systems that the studied product system interacts with. Many studies
that intend to compare individual product systems, identify hotspots within
these (see Sect. 7.2) or document the environmental performance of a product
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in the form of an environmental product declaration fall into this decision
context. The decision support of the LCA study may lead to limited changes
in other systems, e.g. a reduced demand for electricity, but the changes are
not of a structural nature, e.g. no electricity production equipment will be
prematurely taken out of use.

Situation B (Meso/macro-level decision support): The study results are
intended used to support a decision, and the scale of the studied product
system is such that the decisions that are made are expected to cause struc-
tural changes in one or more processes of the systems that the studied product
system interacts with. An example of a study that would be classified as
belonging to this type of decision context is a study intended as decision
support for policy development on potential nationwide substitution of diesel
derived from oil with biodiesel for private cars. Such a decision will lead to
structural changes in the biodiesel industry in the form of new equipment
being installed to respond to the substantially increased demand for biofuels.

Situation C (Accounting): The study is not to be used to support deci-
sions and is of a purely descriptive nature. It is documenting what has already
happened, or what will happen due to a decision that has already been taken.
Therefore, the presence of the LCA study will not lead to changes (small or
structural) on other systems. Interactions with other systems (whether taking
place in the past or in the future), e.g. through energy generated from waste
incineration, can either be included in the product system model (Situation
C1) or considered partially in the LCA through allocation (see Chap. 8)
(Situation C2). C1 is used unless C2 is specifically prescribed by the com-
missioner’s goal of the study.

Any decision to be
taken from the LCA
results?

Yes No

v v

Are there any large-
scale consequences
on some processes of
the background
system?

Yes | No Yes | No

Fig. 7.2 Decision tree for how to identify the correct decision context

Are interactions with
other systems
included in the

model?
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Figure 7.2 shows that the identification of the decision context depends on:

e Whether the study is intended as decision support

e Whether structural changes in interacting systems are expected from a decision
supported by the study.

e Whether it is chosen to model interactions with other systems as part of the
product system model or to handle them partially through allocation (see
Chap. 8).

In the illustrative case of the window frames, the reason to carry out the study
was to attract environmentally conscious consumers, through the use of an eco-label
that the LCA results would help obtain. The study is thus to be used for decision
support, but since it is concerned with a single product, this decision support is not
expected to lead to structural changes in other systems. The decision context of the
study is therefore Situation A (Micro-level decision support).

7.5 Target Audience

The goal definition must state the target audience of the study, i.e. to whom the
results of the study are intended to be communicated. The target audience may be
consumers, consumer organisations, companies (managers, product developers,
etc.), government, NGOs and others. The target audience greatly influences the
extent to which details of the study should be documented, the technical level of
reporting (Chap. 8) and the interpretation of results (Chap. 12). In the illustrative
window frame case study, the employees of the window producer NorWin’s envi-
ronmental and design departments are the target audience. Since this audience is
unfamiliar with LCA, the content of the report was presented pedagogically by
explaining technical terms that the readers could not be expected to be familiar with.
When the readers are unfamiliar with LCA it may also be appropriate to provide brief
background information about LCA of the type given in Chap. 2 of this book.

7.6 Comparative Studies to Be Disclosed to the Public

The goal definition should explicitly state whether the LCA study is of a com-
parative nature (see Sect. 7.2) and if it is intended to be disclosed to the public. If
this is the case, the ISO standard specifies a number of requirements on the conduct
and documentation of the study and an external review process, due to the potential
consequences that the communication of the results of the study may have for
external companies, institutions, consumers and other stakeholders. The ISO
requirements are detailed in Chap. 8 and are basically meant to ensure transparency
and good quality of a study.
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7.7 Commissioner of the Study
and Other Influential Actors

The goal definition should also explicitly state who commissioned the study, who
financed it (usually the commissioning organisation) and other organisations that
have influence on the study, including those of the LCA experts conducting the
study. This step of the goal definition is meant to highlight potential conflicts of
interest to readers of the study. Such conflict of interest may occur if a key provider
of data has an economic interest in particular LCA results and interpretations. In
comparative studies, it may also lead to an unintentional bias of the data collection.
The commissioner of the study will normally provide data that is up to date and
reflects the current performance of the technology for the commissioner’s own
product. In contrast, the data collection for the other product(s) in the comparison
will typically have to be based on literature and databases and hence, due to the
delay involved in publishing the data, represent the state of the art several years ago.
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framework and handling of multifunctional processes, (4) System boundaries and
completeness requirements, (5) Representativeness of LCI data, (6) Preparing the basis
for the impact assessment, (7) Special requirements for system comparisons, (8) Critical
review needs and (9) Planning reporting of results. The instructions relate both to the
performance and reporting of a scope definition and are largely based on ILCD.
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phases.
Define a functional unit for any kind of LCA study.
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8.1 Introduction

The scope definition determines what product systems are to be assessed and how
this assessment should take place. Together with the goal definition (Chap. 7) the
scope definition serves as a firm guide for how the ensuing LCA phases should be
performed (Inventory analysis, Impact assessment and Interpretation, including
uncertainty and sensitivity analysis) and for how the LCA should be reported. An
overarching aim of the scope definition is to ensure and document the consistency
of methods, assumptions and data and strengthen the reproducibility of the study.
A scope definition consists of the following nine scope items:

. Deliverables

. Object of the assessment

. LCI modelling framework and handling of multifunctional processes
System boundaries and completeness requirements

. Representativeness of LCI data

Preparation of the basis for the impact assessment

. Special requirements for system comparisons

. Needs for critical review

. Planning reporting of results.

NI I~ NV NI S

Each item must be considered when performing an LCA. Items 2—6 are central
for doing an LCA because these have a pervasive influence on decisions made in
later LCA phases. Aspects 1, 7, 8 and 9 mainly relate to reporting and commu-
nicating an LCA study. For these items, we further refer to Chaps. 13, 37-39,
which provide specific guidance on the reviewing and reporting of LCAs. Note that
the aspect of data quality requirements, which ILCD proposes as a separate scope
item, is here considered under scope items 4 and 5.

8.2 Terminology and Key Concepts

Before explaining the nine scope items, we present the terminology and key con-
cepts that are used in this chapter.

8.2.1 Unit Process and Flows

A unit process is the smallest element considered in a life cycle inventory model
(see below) for which input and output data are quantified. Unit processes can
therefore be considered the building blocks of a life cycle inventory model that are
“glued together” by input and output data, which can be organised into six cate-
gories of physical flows:
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Input flows:

. Materials
. Energy
3. Resources

DN =

Output flows:

4. Products
. Waste to treatment
6. Emissions.

W

Figure 8.1 shows a unit process of steel sheet rolling with an example of flows
for each of the six categories.

In practice, a unit process can represent a single process, e.g. the rolling of steel,
but it can also represent an entire facility that contains many different processes, e.g.
a slaughterhouse, if this offers the sufficient level of detail for the inventory mod-
elling. The latter type of unit process may be physically subdivided into two or
more new unit processes in a life cycle inventory model, see Sect. 8.5.4. Generally,
unit processes do not gain or lose mass over time and the sum of all input flows-
should therefore be equal to the sum of all output flows at the level of elements (e.g.
copper) and in aggregation.

Output flows belonging to the product or waste to treatment categories from one
unit process can act as input flows belonging to the categories materials and energy
for other unit processes and this is how unit processes are linked in a life cycle
inventory model. By comparison, resources and emission flows are not exchanged
between unit processes. They are referred to as elementary flows, and defined by
ILCD (using a slight modification of the ISO definition) as “single substance or
energy entering the system being studied that has been drawn from the ecosphere
without previous human transformation, or single substance or energy leaving the
system being studied that is released into the ecosphere without subsequent human
transformation”. The ecosphere can be understood as “the environment” and is
elaborated below. Note that a single substance should be seen as an ideal and that
some elementary flows in existing LCA practice are heterogeneous materials (such

Materials f \ Product
Ex: Steel, unalloyed Steel sheet
L

Energy
Ex: Electricity

v

Waste to treatment

Unit process: - °
Ex: Mineral oil

Steel sheet rolling

Resources Emissions 3
i Ex: Water Ex: Particulates to air ]

v

Elementary flows

Fig. 8.1 The unit process of steel sheet rolling and examples of flows. The actual unit process
contains 86 flows [inspired by: ecoinvent v3 (Weidema et al. 2013)]
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as the elementary flow bauxite which contains different minerals, some of which,
e.g. AlI(OH);, are sources of aluminium) or cover a group of individual substances
(such as the elementary flow VOCs, volatile organic compounds).

What makes resource flows differently from material and energy flows is that
they have been “drawn from the ecosphere without previous human transforma-
tion”. This means that resource flows are not outputs from other unit processes. In
the steel sheet example of Fig. 8.1, the resource flow “water” may be sourced
directly from a river close to the location of the steel sheet rolling process (i.e. no
previous human transformation), whereas unalloyed steel (a material flow) is the
product flow of another unit process and acts as a material flow to the steel sheet
rolling unit process. Also, in the example of a unit process composed of an entire
slaughterhouse, solar influx may be harvested directly in photovoltaic panels on the
roof of the slaughterhouse to produce electricity and the solar influx is then a
resource flow to the unit process because it has not undergone a previous human
transformation. If the slaughterhouse instead was purchasing electricity from the
grid, this electricity would be an energy flow to the slaughterhouse unit process
because it has undergone previous human transformation, meaning that it is a
product flow of another unit process (e.g. a coal-fired power plant). Similarly, what
makes emission flows differently from waste flows is that they are “released into the
ecosphere without subsequent human transformation”. This means that emissions
are not inputs to other unit processes. In the steel sheet example shown in Fig. 8.1,
particulates (emission flow) are emitted directly into the air, whereas mineral oil
will go through treatment, i.e. be a material input for another unit process. Chapter 9
will further explain how these concepts are used to model an LCIL

8.2.2 The Technosphere and the Ecosphere

LCA divides the world into a technosphere and an ecosphere, see Fig. 8.2.

The technosphere can be understood as everything that is intentionally “man-
made” and also includes processes that are natural in origin, but manipulated by
humans, such as photosynthesis when part of an agricultural system. All unit
processes of an LCI model belong to the technosphere.

The ecosphere is sometimes referred to as “the environment” or “nature” in
layman’s terms and can be understood as everything which is not intentionally
“man-made”. In the ecosphere reside those qualities that LCA has been designed to
protect, i.e. ecosystems, human health and resource availability. These qualities are
called Areas of Protection or damage categories in the field of LCA (see Chap. 10).
Changes to the ecosphere can be considered unintentional “man-made” conse-
quences of activities in the technosphere. Note that the ecosphere also undergoes
natural changes, for example, via ice age cycles or natural ecological successions,
which means that it can be difficult to choose an appropriate natural reference state
against which human impacts should be measured, see Chap. 10.
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Fig. 8.2 Division between ecosphere and technosphere for a generic product system. Elementary
flows are represented by blue arrows, while flows within the technosphere are in black

Elementary flows are per definition the only flows that go across the boundary
between the technosphere and the ecosphere (see Sect. 8.2.1) and it is because of
these flows that the Areas of Protections are potentially impacted by the product
systems assessed in LCA. Note that there is no clear-cut large-scale spatial sepa-
ration between the technosphere and the ecosphere. The two spheres are in fact
largely intermingled and therefore quite abstract. Surely, natural reserves and
undeveloped land largely belong to the ecosphere, but the transportation and
tourism infrastructure (roads, trash bins, etc.) going through them belong to the
technosphere. In addition, though cities may appear like they belong 100% to the
technosphere, the outdoor or indoor air that the population inhales belongs to the
ecosphere, because human health can be impacted through air pollution. Note also
that the exact location of the boundary between the technosphere and the ecosphere
is often debated in the LCA community, for example, with regards to agricultural
systems (see Chaps. 29 and 30).

8.2.3 Foreground and Background System

Often hundreds of unit processes are required to deliver the product studied in an
LCA. It is useful to distinguish between unit processes belonging to the foreground
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Fig. 8.3 LCI model for the generic product system from Fig. 8.2. The green box represents the
boundaries of the product system with the division between foreground and background systems
indicated. Unit processes with grey shading belong to the foreground processes, while unit
processes without shading belong to the background system. Part of the background system lies
upstream in the value chain and feeds into the foreground system. Another part lies downstream
and receives input from the foreground system. Black arrows between unit processes indicate
material, energy, product or waste flows. Blue arrows to and from each unit process represent
elementary flows (resources and emissions)

and background system. The foreground and background systems are indicated in
Fig. 8.3 for a generic product system.

The foreground system is commonly defined as comprising those processes of a
product system that are specific to it. These processes are in the study of a product
typically some of the tier-one suppliers, but may also be suppliers further up the
supply chain (e.g. tier-two or tier-three) if these are known by the producer, e.g.
through a system of material certification. The foreground system is largely modelled
using primary data, i.e. data collected first-hand by the LCA practitioner, e.g.
obtained through the commissioner of the study. From a management perspective,
processes in the foreground system can often be changed by the decision-maker
commissioning a study (e.g. a company), either because they are directly operated by
the decision-marker (e.g. at the production site) or because the decision-maker has the
power to change or influence the processes, e.g. via purchase decisions or consumer
information. In this context, a change can be choosing another supplier (introducing a
different unit process in the model) or influencing the way a unit process is operated,
thereby changing all or some of its six types of flows qualitatively and quantitatively.
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The background system, in contrast, is commonly defined as those processes of a
system that are not specific to it. Such processes take part in numerous product
systems besides the one studied. Examples are society’s electricity supply, the
production of metallic copper, or the waste management systems. Neither of these
is specific to the product under study, but typically purchased in a market without
possibility to choose between specified individual suppliers. The background sys-
tem is typically modelled using LCI databases, which contain average industry data
representing the process in specific nations or regions. From a management per-
spective, processes in the background system can typically not be structurally
changed by the decision-maker commissioning a study (e.g. a company), because
the decision-maker is only a minor customer and therefore can only exert limited
power or because the suppliers are anonymous to the customer like the case of
copper which is bought on the global metal market (an exception is Situation B
studies where the decision-maker has influencing power on the background system,
see Chap. 7). The distinction between foreground and background system is
especially useful for planning data collection for the inventory analysis (see Chap. 9)
and for making recommendations as part of the interpretation of LCA results
(see Chap. 12).

8.2.4 Life Cycle Inventory Model and Results

A life cycle inventory (LCI) model aims to link all unit processes that are required
to deliver the product(s) studied in an LCA (glueing together the product system).
Figure 8.3 shows an example of an LCI model for a generic product.

An LCI result is an inventory of the aggregated quantities of elementary flows,
separated into resources and emissions, from all the unit processes within the
system boundary. These elementary flow quantities must be correctly scaled to the
assessed product by considering the extent to which the function of each unit
process is required to deliver the studied product (see Chap. 9).

8.2.5 Life Cycle Impact Assessment

LCIA is composed of selection of impact categories, classification and characteri-
sation, normalisation and weighting (the latter two are optional steps according to
ISO). Chapter 10 details these steps and only their main characteristics and pur-
poses are presented here.

Selection of Impact Categories, Classification and Characterisation

The first step of LCIA involves selecting the impact categories that are relevant to
consider in the LCA (considering the goal and scope of the study) and classifying
the elementary flows of the LCI results into these impact categories.
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The classification is based on the identification of the environmental issues that
each elementary flow can contribute to, such as water depletion, non-renewable
resource depletion, climate change or freshwater eutrophication. The purpose of the
next step, characterisation, is to translate the LCI results (quantities of elementary
flows aggregated across all unit processes of an LCI model) into indicator scores for
the different impact categories. This essentially reduces a list of hundreds of
quantified flows (the LCI results) to a manageable number of indicator scores
(typically around 10 or fewer) with a clear environmental meaning, which is
practical when comparing the environmental performance of two or more products.

Normalisation

Normalisation is an optional step under ISO 14044:2006 to support the interpre-
tation of the impact profile from the characterisation. Normalisation means that
indicator scores for all impact categories are expressed in a common metric, typi-
cally the annual contributions to total environmental impacts of an average person.
This serves mainly three purposes: (1) for decision-makers to better understand the
magnitude of characterised results by relating them to a common familiar and
external reference, (2) to check for errors in the assessment resulting in unrea-
sonably low or high normalised results and (3) to pave the road for weighting.

Weighting
Like normalisation, weighting is an optional step under ISO 14044:2006 to support
the interpretation of the impact profile. In weighting, the (typically normalised)
indicator scores for the different impact categories are made comparable by
assigning weights to each impact category that is intended to reflect their relative
importance. This relative importance is inherently subjective and can be based on
the opinion of experts, policymakers or the general public (or a combination of
these). Weighting allows calculating a single indicator score by summing all the
weighted impact scores. This is often considered useful by decision-makers wanting
to understand which product system performs best “overall” in a comparison.
The detailed choices on impact assessment methods and factors are made in the
impact assessment phase of the LCA but it is necessary to select the impact cate-
gories in the scoping phase to ensure that the inventory analysis collects data on all
elementary flows of potential relevance for the selected impact categories.

8.3 Deliverables

The types of deliverables should directly reflect the intended applications of results,
as defined in the goal definition. To be compatible with the ISO 14044 standard an
LCA study must include an impact assessment, and most LCA studies have two
deliverables, the LCI results and the LCIA results. Some LCA studies (e.g. col-
lection of data for unit process databases) only involve the construction of a life
cycle inventory (LCI), in which case the only deliverable is the LCI results. In any
case, LCI results should be documented with full transparency (see Sect. 9.7) to
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ensure reproducibility of the LCA study and potentially allow elements of the
underlying LCI model to be used as data sources for other LCA studies, if results
are publicly released. LCIA results must be documented by the numerical values of
the characterised results for each impact category covered. If normalisation and
weighting of characterised results is carried out (see Sect. 8.2.5) the results of these
steps must also be documented numerically.

8.4 Object of Assessment

8.4.1 Functions

All LCAs study one or more product systems composed of many unit processes that
are active throughout the life cycles of the product system(s). To study these
systems the functions they provide must be understood. Indeed, LCA is the envi-
ronmental assessment of needs fulfilment focusing on functions first and then on the
products needed to provide these functions. An LCA study should thus first define
the functions from the perspective of the user (later the perspective will change
when secondary functions are to be defined, see Sect. 8.5). For example, two
different energy technologies may be compared on the basis of the function they
provide of enabling the delivery of electricity to households (through a common
distribution system). Functions are especially important to understand when com-
paring two or more product systems because a comparison is only fair and
meaningful if the compared systems provide (roughly) the same function(s) to the
user. For example, a tablet and a newspaper both provide the function of a news
media, but because the tablet provides more functions (access to other websites,
word processing and other software) a direct comparison of environmental impacts
of a newspaper and a tablet would not be meaningful. An LCA must therefore
always be anchored in a precise, quantitative description of the function(s) provided
by the analysed product system. In the illustrative case on window frames in
Chap. 39, the windows are compared based on their function of allowing daylight
into a building.

8.4.2 Functional Unit

To support a fair and relevant quantitative comparison of alternative ways of
providing a function, knowledge of the functions provided by the alternative pro-
duct systems must be used to define a functional unit. A functional unit defines the
qualitative aspects and quantifies the quantitative aspects of the function, which
generally involves answering the questions “what?”, “how much?”, “for how
long/how many times?”, “where” and “how well?”. For example, a comparison of
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outdoor paints may be based on the functional unit: “Complete coverage of 1 m?
primed outdoor wall for 10 years in Germany in a uniform colour at 99.9%
opacity”. This is not to say that all LCAs on paint should have this functional unit.
In other cases, for example, a particular colour or sheen may be considered an
important function and should be included in the functional unit. It is important to
understand that the functional unit should always include a function and not simply
be a physical quantity, such as 1 kg, 1L or 1 MJ. For example, it would be wrong to
compare paints on the basis of a functional unit of “l1L paint”, since an identical
quantity of different paints may deliver different functions, e.g. in terms of area of
wall that can be covered, or the quality and duration of the coverage. Figure 8.4
illustrates how this functional unit is composed of answers to the five questions
presented above.

It is important to define the functional unit right because it significantly influ-
ences the way LCA is performed, its results and interpretation, especially in
comparative studies (see Sect. 8.9). This is because the functional unit serves as a
reference point for deciding which unit processes to include and to what extent they
are drawn upon. It is therefore essential to ensure that the functional unit fully
captures the relevant functional aspects of the studied systems. In the following
paragraphs, we provide some guidance for defining a correct functional unit.

To get started, two concepts from the product development field are generally
useful. These are obligatory properties and positioning properties. The obligatory
properties are features that the product must possess for any user to perceive it as a
product (e.g. ability to cover and protect the wall against the weather for an outdoor
wall paint) and may also include legally required features (e.g. a car must have seat
belts). These can usually be expressed in technical terms. The positioning prop-
erties, on the other hand, are optional features of a product, which can be used to
position it as more attractive to the consumer in the competition with other similar
products. Examples include price, colour, comfort, convenience, image, fashion and
aesthetic aspects of the product. Positioning properties often vary from consumer to
consumer as opposed to obligatory properties. Tables 8.1 and 8.2 show an example
of obligatory and positioning properties for an outdoor wall paint and the window
frame case study (Chap. 39), respectively.

After having listed the obligatory and positioning properties they need to be
transformed into the functional unit, i.e. they should be used to address the

Complete coverage of 1m2 primed outdoor wall for 10 years in Germany
( ] L J J L J
Y Y Y Y

For how long/

What? How much? What? how many times? Where?

in a uniform color at 99.9 % opacity
)
T

How well?

Fig. 8.4 Example of a functional unit composed of five questions
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Table 8.1 Derivation of functional unit on the basis of obligatory and positioning properties of an
outdoor wall paint

Obligatory properties Positioning properties

Cover wall with uniform colour Drip-free application

Protect wall against rain, sun and microalgae Many different colour tones to select from
Provide surface that is easy to clean Water-based

Meet health requirements for application Well covering (needs only one application)

Functional unit

Complete coverage of 1 m? primed outdoor wall for 10 years in Germany at a uniform colour
at 99.9% opacity

Reference flow

0.67 L of water-based paint A (needs two applications and a re-paint every 2’2 years)

0.15 L of water-based paint B (low content of water, only needs one application and lasts

5 years until re-paint is required)

Table 8.2 Derivation of functional unit on the basis of obligatory and positioning properties of
windows

Obligatory properties Positioning properties
Allow daylight into a building through a Protection from outdoor climate (thermal and
physical barrier noise insulation)

Allow ventilation between indoor and outdoor
Provide aesthetic functionality to the building
Protection against breaking into the building

Functional unit

Allow daylight into a building through a physical barrier, equivalent to light being transmitted
through an area of 1.23 x 1.48 m? with visible light transmittance of at least 0.7, for 20 years
Reference flow

0.5-0.67 window frames, depending on material

1 window pane

Paint for maintaining surface of window pane (dependent on frame material)

questions “what?”, “how much?”, “for how long/how many times?”, “where” and
“how well?”, as in the example of Fig. 8.4. When defining the functional unit it is
useful to distinguish between its quantitative and qualitative aspects.

The quantitative aspects always make up the answers to the “how much?” and
“for how long/how many times?” questions and often take part of the answer to the
“how well?” question. In the example of an LCA on shopping bags quantitative
functional aspects may be the volume (“how much?”), the number of shopping trips
that the bag should be used for (“how long/many times?”) and strength, i.e. the
weight that can be carried (“how well?””). For products that are continually in use
(e.g. a fridge or a paint) the “how long/many times?”” question should be addressed
in the form of the time during which the product is in function (as in the paint
example of Fig. 8.4). For products that are not in use all the time (e.g. clothes,
mobile phones) the “how long/many times?” question should instead be addressed
by specifying the intensity of the use, either as the total duration of use (e.g. 1000 h)
or the number of times that the function is provided (e.g. 50 shopping trips for the
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shopping back example above). In the window frame case study the “how well?”
question was partly addressed quantitatively by defining a visible light transmit-
tance (the fraction of light that a window allows into the building) of at least 0.7 in
the functional unit. The magnitude of the quantitative aspects in the functional unit
can be chosen more or less arbitrarily. However, for the users of an LCA, it often
makes the most sense to relate it to the magnitudes of typical use by a person, a
family or a community. In the example of Fig. 8.4 it would be less intuitive to relate
to a functional unit involving the complete coverage of 1 km?” primed outdoor wall,
while a good magnitude in the functional unit for a study of waste incinerators
could be the household waste generated by the municipality in one year.

The qualitative aspects cover the way in which the function is provided and are
often not easily quantifiable and sometimes not even clear-cut. The “what?” and
“where” questions require qualitative answers. In the example of Fig. 8.4 the
“what?” question is answered by “complete coverage of primed outdoor wall” and
the “where?” question by “Germany”. Other qualitative aspects are often used to
answer the “how well?” question. These could be legal requirements, e.g. fire safety
measures in a car or an office building, or technical standards, e.g. RAL code 3020
for the colour of paint. References to relevant legal requirements and technical
standards in the functional unit are helpful, because they ensure comparability
through adherence to the standard. To fully address the “how well?” question
subjective or ambiguous elements related to user perception (e.g. fashion) are often
important to include, to ensure comparability of different products. For example,
products may be discarded by users although they still fulfil their technical func-
tions because they are no longer perceived as fashionable. For this reason, it is
important to understand which aspects of a studied product’s function, including
non-technical aspects such as fashion, that are perceived as important by users.
LCA practitioners carrying out a study are therefore advised to consult the users of
the product or service that is studied to ensure that the definition of the functional
unit captures their perception of the product’s functionality. Those non-technical
aspects that differ between compared products should either be included in the
functional unit or considered separately in the interpretation phase of the LCA (see
Chap. 12).

The authors of this chapter have over the years encountered many types of
mistakes in the definition of functional units. Box 8.1 provides selected examples of
such mistakes and explains what is wrong with them and what needs to be con-
sidered to prevent making them.

Box 8.1: Common Types of Mistakes when Defining the Functional Unit

1. Assuming that same physical quantity of product equals the same
function:

Example: “1 kg of packaging material”
Explanation: A physical quantity, such as mass, is not a function. The
mass required to provide a packaging function often depends on the material.
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As an example, glass and PET in beverage packaging have different densities
and physical properties, and different masses will therefore be required for
providing the same function. To prevent mistakes like this, the functionality
of the product should be considered (for example, what is the functionality of
packaging?).

2. Being overly restrictive:

Example: “Enable watching of television with a 30 W power consump-
tion for 10,000 h”

Explanation: A fixed power consumption is (except in special cases) not
relevant to the user of a television and means that only televisions with that
exact power consumption can be included in a study. To prevent mistakes
like this, it must be ensured that the functional unit only covers what relates to
the function of the product (to watch television).

3. Incorrect use of technical standards or legal requirements:

Example: “Driving 1000 average person-kilometres in a diesel passenger
car that fulfils the Euro 6 standard and therefore emitting less than 0.08 g
NOx per kilometre (Euro 6 standard) during use”

Explanation: Often products can demonstrate compliance with the law or
a voluntary standard when completing a test that does not represent the actual
conditions of the product’s use. A passenger car complying with the Euro 6
standard may emit more NOy than 0.08 g/km, depending on the driving
pattern, climate, etc. A misinterpretation of a technical standard in the
functional unit can therefore lead to mistakes in the LCI (in this case,
underestimated NOy emissions). To prevent mistakes like this, the condition
of the use must be considered. Generally, a reference to a technical standard
in the functional unit does not need to be accompanied by the exact meaning
of the technical standard, as this will be dealt with in the LCI modelling step.

It must be stressed that a solid insight in the relevant technological domain is
required to define a meaningful functional unit. For example, good knowledge
about biofuels, nanomaterials or remediation of contaminated sites is required to
define meaningful functional units for these technologies. Chapters 26-36 discuss
the application of LCA, including the definition of functional units, for a wide range
of technological domains.

8.4.3 Reference Flows

When the functional unit has been defined, the reference flows can be determined.
A reference flow is the product flow to which all input and output flows for the
processes in the product system must be quantitatively related. In other words, the
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reference flow is the amount of product that is needed to realise the functional unit.
For example, as shown in Table 8.1, 0.67 L of paint A is required to realise the
functional unit in Fig. 8.4, while the same functional unit is realised with 0.15 L of
paint B. The reference flow is typically different qualitatively and quantitatively for
different products compared on the basis of a functional unit, due to differences in
product properties and characteristics (e.g. viscosity and tear resistance of a paint).
The reference flow is the starting point for the ensuing LCI analysis phase of an
LCA (see Chap. 9), because it determines all the product flows required throughout
the life cycle of the product system studied and their associated elementary flows
(resource uses and emissions). It is very important not to confuse a reference flow
with a functional unit (see Example 1 in Box 8.1). The former can only be known
when the latter is correctly defined. One should, for example, never base an LCA on
the comparison of 1 L of two different paints, unless a correctly defined functional
unit has shown that the reference flows of the compared paints are quantitatively
identical. It is important to understand the use situation in order to correctly define
reference flows. For example, to define reference flows in a comparison of a dis-
posable cardboard cup and a ceramic cup, the LCA practitioner must understand the
number of times the two cups are used before they are discarded and how the
ceramic cup is cleaned (by hand or dishwasher, and the associated consumption of
detergent and water and its temperature). Tables 8.1 and 8.2 include functional unit
and corresponding reference flows for the example of outdoor wall paint and the
window frame case study (Chap. 39), respectively.

8.5 LCI Modelling Framework and Handling
of Multifunctional Processes

This part of the scope definition deals with the choice of an appropriate LCI
modelling framework and ways to handle multifunctional processes. These choices
must be made in accordance with the goal definition, particularly the identified
decision context (Situation A, B or C, see Sect. 7.3), and they have a strong
influence on the inventory analysis, the LCA results and their interpretation.

8.5.1 Secondary Functions and Multifunctional Processes

To understand why different LCI modelling frameworks exist we first need to
consider that a product system often delivers other types of function than the type
dealt with in Tables 8.1 and 8.2. The functions of Tables 8.1 and 8.2 all relate to
obligatory or positioning properties and are intended functions made available to
product users by, e.g. companies selling the products. They are called primary
functions. In addition to those, secondary functions can also emerge in the life cycle



8 Scope Definition 89

of a product system. Secondary functions are unintended functions that usually
have low or no relevance to the users of a product, meaning that they are not
contributing to the obligatory or positioning properties. Instead, secondary func-
tions are relevant to other systems of the technosphere that the studied product
system interacts with. The existence of secondary functions reflects the fact that
some processes are multifunctional. A process is multifunctional when it provides
more than one function, meaning that it either delivers more than one product
output and/or provides more than one service. An example of a multifunctional
process that delivers more than one product output is animal husbandry where the
cow may deliver both milk, meat, hide, bone meal and other products with an
economic value. The production of the hide is an example of a secondary function
of the husbandry from the perspective of the user of a bottle of milk, since hide is
neither an obligatory nor a positioning property of the milk. An example of a
multifunctional process that both deliver more than one product output and provide
more than one service is waste incineration. It provides the multiple services of
getting rid of many different types of wastes (the obligatory property) and can
deliver both electricity and heat while doing so. Thus, secondary functions of a
product that is disposed of by incineration are the production of heat and electricity.
These secondary functions are relevant from the perspective of the energy system
that the product system interact with because a change in the volume of discarded
products that is incinerated leads to a change in the amount of energy generated
from incineration.

Multifunctional processes constitute a methodological challenge in LCA, which
is based on the idea of analysing individual product systems based on the primary
functions they provide in order to determine the environmental impact from the
product. In the real world, there is hardly any product system that exists in isolation.
As soon as a by-product arises from a multifunctional process (e.g. animal hus-
bandry), it is economic common sense to try to utilise it, often in a different context
from the product system being analysed in the LCA. This means that the process
becomes part of another product system as well, and that the environmental impacts
from the process can no longer be fully ascribed to the product system studied.

8.5.2 The ISO 14044 Hierarchy to Solving
Multifunctionality

In order to solve multifunctionality issues, the ISO 14044 standard presents a
hierarchy of solutions. These solutions can both be used to make different product
systems functionally comparable and to represent a single product system in a
hotspot analysis. The levels of the hierarchy are presented below and the hierarchy
is summarised as a decision tree in Fig. 8.5. Chapter 9 shows how to use to ISO
hierarchy in practice when constructing an LCL.
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Fig. 8.5 ISO hierarchy for solving multifunctionality presented in a decision tree

Subdivision of Unit Process

First choice is to try to solve this problem through increasing the resolution of the
modelling by dividing the multifunctional unit process into minor units to see
whether it is possible in this way to separate the production of the product from the
production of the co-product, and if so exclude the subprocesses that provide the
additional functions from the product system, see Fig. 8.6.

An example of subdivision is when a factory produces two products. Here, the

subdivision approach may lead to the realisation that the factory actually contains a
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Fig. 8.6 Solving the multifunctionality problem by increasing the modelling resolution and
sub-dividing the process into minor units which can unambiguously be assigned to either of the
functional outputs

number of processes and that the processes needed for the production of the first
product are physically separated from the processes needed for the production of
the second product. This approach to solving multifunctionality does not always
work. Even if you zoom to the molecular level of a cow, it is not possible to
physically separate the metabolic processes in the cow that lead to the production of
milk from the ones that lead to the production of meat or hide.

System Expansion

If subdivision fails to solve the multifunctionality problem, the ISO standard rec-
ommends trying to solve the problem by system expansion. In a comparison of two
processes, this means expanding the second process with the most likely alternative
way of providing the secondary function of the first process. In the comparison of
power plant 1, which has district heating with co-generated heat as a secondary
function, with a power plant 2, which only produces electricity, this means
expanding the system of plant 2 with the most likely alternative way or combination
of ways of providing district heat in that region (see Fig. 8.7).

Expansion of system 2 with the alternative way to produce the secondary
function of system 1 is equivalent to subtracting the alternative way from system 1
(which provides the function). This is also called to credit system 1 with the inputs
and outputs which are avoided when its secondary service replaces this alternative
production. In the case of district heating being the secondary function, system
expansion would thus be the same as crediting the power plant, which produces the
district heat, through subtracting the impacts from the most likely alternative way of
producing this heat as illustrated in Fig. 8.6.

In Fig. 8.6 equation B follows from equation A by subtraction of the alternative
way of district heating from both sides of the equal sign. The approach of system
expansion is thus mathematically equivalent to crediting for avoided production.
Crediting for avoided production is typically used to account for secondary func-
tions in a hotspot analysis where there is not a comparison of two alternative
systems. For example, a product system that includes incineration can be credited
for the avoided impacts from the production of heat and electricity by subtracting
the avoided elementary flows in the inventory of the process (see Chap. 9 for
technical details). In the milk example, system expansion can be performed by
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Fig. 8.7 Equivalent modelling approach when dealing with multifunctionality. a System
expansion: to ensure equal functionality system 2 is expanded to include the secondary function
of system 1. b Crediting: system 1 is credited for the production of the secondary function, in order
to have equal functionality of system 2

crediting the milk for the avoided impacts from alternative production of beef and
other co-products. This alternative production might be the raising of cattle in a
pure beef production system (which includes hides and other low-value
co-products). Note that quality differences between dairy cow meat and cattle
meat means that they may not be functionally equivalent. This may require the
application of a value correction factor to the crediting.

An important task in system expansion is to identify the process (or combination
of processes) which is superseded by the co-product. This relates to the decision
context (Situation A, B or C1/C2) identified in the goal definition (Sect. 7.4) and
will be dealt with in Sect. 8.5.3.

Allocation

Sometimes it is not feasible to obtain complete functional equivalency between the
compared systems or to isolate the primary function of a process from the sec-
ondary functions through system expansion. This may be the case when there is no
alternative way to produce the secondary functions. A classic example of such a
multi-output process is a petrochemical refinery with a variety of different organic
substances as output without any mainstream alternative routes of production for
these. It may also be the case when the most likely alternative route also has
secondary functions, creating the need for further system expansion introducing
alternative routes for the new level of secondary functions, which again may have
secondary functions, creating the need for further system expansion and so on. In
the milk example, the alternative production of meat from raising of cattle for
example leads to the co-production of horn (for example used in jewellery
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production), which cannot be produced in isolation and for which there may not
exist a functionally equivalent material.

When system expansion is not feasible, or when it is in conflict with the goal
definition (for Situation C2, see below), the ISO 14044 standard recommends
dividing the inputs and outputs of the multifunctional process or system between
the different products or functions. This is called allocation.

If possible, the allocation should be performed in accordance with the underlying
causal physical relationships between the different products or functions, reflecting
the way in which the input and output quantities are affected by changes in the
quantities of products or functions delivered by the process or system. For example,
in the hypothetical example of a waste incineration plant that incinerates two waste
inputs, batteries and plastic, emissions of the toxic metal cadmium from the process
will originate entirely from the batteries, given that the plastic stream contains no
cadmium and that cadmium cannot be formed in the waste incineration process.
This conclusion on the origin of cadmium, based on deductive reasoning, could also
have been reached empirically by measuring changes in cadmium emissions in
response to changes in waste inputs (e.g. a doubling of cadmium emissions would
be expected from a doubling of battery inputs). A causal physical relationship can
thus be established and cadmium emissions can be allocated 100% to the batteries.
In the case of the milk example, the International Dairy Association recommends
that physical allocation be based on the different physiological feed requirements
for an animal to produce milk and meat (IDF 2010). In the absence of a causal
physical relationship between the products, the ISO standard recommends per-
forming the allocation according to representative parameters. This is possible when
co-products provide identical or similar functions. In the case of a waste inciner-
ation plant that delivers both heat and electricity as output, the exergy content of the
two flows may, depending on the study context, be used as a representative physical
parameter or allocation key, because it reflects the potential of each energyform to
perform mechanical work. Here, it is important that the representative physical
parameter actually represents a common function of the co-products. In the example
of an agricultural process that produces both wheat and straw, the energy content of
the two flows can only be used as a representative parameter if they are both
intended as animal fodder (a common function). If instead, the wheat is intended as
food for humans this choice of representative parameter would be wrong (food for
humans deliver many more functions than energy, e.g. vitamins and taste).

When no common representative physical parameter can be identified for the
different outputs, another relationship must be found between them. As an example,
the ISO standard mentions an economic relationship, and indeed, this is a frequently
applied allocation parameter. In economic allocation the inputs and outputs of the
process or system are divided between its products according to their respective
economic values, e.g. determined as their long-term average market prices, or some
shadow price in cases where there is no market, e.g. for intermediary products.
A justification for the use of economic allocation is that products are produced due
to an incentive of financial income, and that a co-product with a market value close
to 0 should be allocated a correspondingly low share of the non-product flows of a
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process, compared to a primary product with a high market value. In the extreme
situation where the value of the co-product is zero, its allocated share of the inputs
and outputs also becomes zero in accordance with the fact that a zero-value output
is not a co-product but waste and should be modelled as such.

8.5.3 LCI Modelling Framework: Attributional
and Consequential LCA

Traditionally, there have been two main LCI modelling frameworks: attributional
and consequential modelling. In the ILCD guidelines, these were adapted to match
the four decision context situations (i.e. A, B, Cl and C2). Understanding the
difference between attributional and consequential modelling and when to use what
has been one of the most difficult aspects of LCA, and there is still no consensus on
this issue within the LCA community. In addition, some aspects of the terminology
defined in the ILCD guidelines, in particular with regard to the definition and
settings of attributional modelling, are inconsistent with the traditional views within
the LCA community, thus adding more confusion to the matter (Ekvall et al. 2016).
Below we first offer an explanation of the two modelling frameworks, including
their handling of multifunctional processes and the use of average or so-called
marginal LCI data (to be explained below). Where relevant we specify discrep-
ancies between the ILCD guidelines and the traditional views. Table 8.3 sum-
marises the explanation and discrepancies. We then provide guidance in compliance
with the ILCD guidelines for selecting the LCI modelling framework with con-
sideration to the goal definition.

Attributional LCI modelling was initially the common practice when LCA
development caught pace in the early-mid nineties. The overall aim of attributional
modelling is to represent a product system in isolation from the rest of the tech-
nosphere or economy. The question addressed by attributional LCA can be said to

Table 8.3 The meaning of the attributional and consequential modelling frameworks and their
handling of multifunctionality

LCI Question to be answered Handling of multifunctional | Modelling of
modelling processes when subdivision background
framework is not possible system
Before ILCD
ILCD
Attributional What environmental Allocation System Average
impact can be attributed expansion or | processes
to product X? allocation
Consequential | What are the System System Marginal
environmental expansion expansion processes
consequences of
consuming X?
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be “what environmental impact can be attributed to product X?” or “what envi-
ronmental impact is product X responsible for?” As hinted by these questions, there
is an element of subjectivity involved in attributing impacts to a product system or
deciding the impact responsibility of a product system. This subjectivity arises in
the act of artificially separating the studied product system from the rest of the
economy. This separation is artificial because many, if not most, product systems
interact with other products systems through multifunctional processes, meaning
that they, as explained in the previous section, cannot be described as physical
entities in isolation. For example, from a strict physical perspective, the product
system of a bottle of milk cannot be described in isolation and the assignment of
processes that the product system is seen as “responsible for” therefore involves
choices. Before the ILCD guidelines came into place attributional modelling was
generally associated with allocation as the approach to solving the issue of multi-
functional processes, provided that subdivision (the preferred solution of the ISO
hierarchy) was not possible. By contrast, ILCD in some cases recommends solving
multifunctionality by system expansion within an attributional modelling frame-
work (see below).

Besides the issue of multifunctionality, attributional LCA is also associated with
the use of average processes in the background system, which reflects the modelling
of an average supply chain. In practice, this means that a market mix is used. This
could be for the global aluminium market or the electricitymarket of a nation. The
former is composed of a range of bauxite mines with different ore grades and
processing facilities that employ different production technologies, while the latter
is composed of different energy conversion technologies, such as the combustion of
coal, natural gas, oil and biomass, the harvesting of wind and solar power and the
use of nuclear power. As an example, Fig. 8.8 shows the Danish electricity con-
sumption mix in 2014.

Consequential LCI modelling was developed around the year 2000 to eliminate
the weakness inherent in the attributional LCA modelling framework due to the
attempt to artificially separate a product from the rest of the economy. Its overall
aim is to describe the changes to the economy caused by the introduction of the
studied product system, i.e. the product system’s consequence. Consequential LCI
modelling thus aims to answer the question “What are the environmental conse-
quences of consuming X?” For example, a consequential LCA of a bottle of milk
would attempt to model how the market responds to the change in demand for milk
represented by the functional unit of the study (e.g. involving a milk volume of 1 L
or a specified nutritional value). This is a very different approach than attributional
modelling because the change in the economy can look very different than the
representation of the isolated bottle of milk system. For example, the increased
demand for milk may lead to an increase in the capacity for milk production (i.e. the
numbers of cows giving milk), which in turn may lead to a reduction in the
production of some meat (e.g. beef from raising cattle) due to the increasing supply
of meat from dairy cows. This corresponds to handling the multifunctional process
of milk production by system expansion. A consequence of increased consumption
of milk may therefore be a reduction in environmental impacts from the avoided
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Fig. 8.8 Danish electricity consumption mix in 2014 (low voltage, e.g. for domestic consump-
tion). Imports from neighbouring countries can be further broken down into energy sources
(Treyer and Bauer 2013)

production of beef from cattle, which is somewhat counterintuitive. The market may
also be influenced by an increased demand for a product in other cases than mul-
tifunctionality. For example, if an additional kg is demanded of a fish species that is
already fished at its maximum level permitted by regulation (a production con-
straint) a consequence may be an increase in the production of another protein
source that is not constrained, such as chicken, and the environmental impacts
following this increase. The examples show that consequential modelling to a large
extent relies on a good understanding of and ability to model the dynamics of the
economic system, which requires a markedly different way of thinking than the
engineering perspective on product supply chains that historically has been in the
core of LCA (see Chap. 3).

Contrary to attributional LCA, consequential LCA is not associated with the use
of average processes for modelling the background system, but instead with the use
of marginal processes. These are the processes that are employed or taken out of use
as a response to an increase or decrease in the demand for a product, respectively. In
the example of the Danish electricity system, the short-term marginal process will
never be solar or wind, because solar irradiance or the wind are natural processes
that cannot be “turned up or down” in response to a short-term change in electricity
demand. Instead, the short-term marginal process in this example is a combustion
process because it is possible to quickly adjust the rate at which something (e.g.
coal or natural gas) is combusted in response to a change in electricity demand. The
short-term marginal is often the combustion of natural gas, because this is a more
expensive way of generating electricity than coal and thus sensitive to changes in
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electricity prices caused by changes in electricity demand (often, natural gas is only
used during peak demand when a relatively high electricity price makes this
technology economically viable). However, the relevant marginal processes to
include in an LCI model are not always the ones that are affected as an immediate
consequence of a decision, i.e. short-term marginal processes. Long-term marginal
processes may be more relevant if a decision leads to large changes in supply or
demand. Long-term marginal processes represent changes in the installed produc-
tion capacity in response to the projected development of electricity demand. Often
it is difficult to identify a single long-term marginal process, which is why a mix of
potential long-term marginal processes is often used. Figure 8.9 shows such a mix
for the long-term marginal electricity technology in the Danish market. See Chap. 9
on the identification of short- and long-term marginal processes.

It can be seen that fewer electricity production processes are part of the mix in
Fig. 8.9 for consequential modelling than the mix in Fig. 8.8 for attributional
modelling. For example, waste as an electricity source is not part of the conse-
quential mix and this is because the long-term planning of waste incineration is
thought to consider projections in future waste volumes (the primary function of
waste incineration is to “get rid of” solid waste) rather than projections in future
electricity demand. On the other hand, the construction of new wind turbines and
coal-fired power plants (and to a very small extent, hydropower plants and rooftop
photovoltaic panels) are thought to consider projections in future Danish electricity
demand. When to consider short- versus long-term marginal processes in conse-
quential LCA and how to identify these are still being debated in the LCA
community.

Note that while the background system is modelled differently in attributional
and consequential LCA, the foreground system is overall modelled in the same
way, the only exception being the handling of multifunctional processes.
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8.5.4 Recommended Modelling Choices for the Identified
Decision Context

ILCD provides recommendations for model choices for each of decision contexts
(Situation A, B, C1 and C2) identified as part of the goal definition (see Chap. 7).
These recommendations are the outcome of a comprehensive consultation process
within the LCA community. Since different actors with different views have had a
saying in this consensus process leading up to the ILCD recommendations, they are
somewhat internally inconsistent, as pointed out by, for example, Ekvall et al.
(2016). Below we present the recommendations for each decision context and make
notes about the parts that are disputed. Table 8.4 summarises the recommendations.

Situation A

Situation A concerns micro-level decision support (see Chap. 7) and the conse-
quence of a decision (e.g. the introduction of a new product on the market) is
therefore of interest. Ideally, the marginal process should therefore be identified and
used for all background processes (such as electricity supply) and cases of multi-
functionality (e.g. of an incineration process) should be handled by system
expansion with marginal processes, provided that subdivision is not possible (see
Sect. 8.5.2). This ideal for Situation A is logically consistent with a consequential
modelling framework. Yet, ILCD recommends using an average market con-
sumption mix for background processes and in cases of system expansion in the
background system. ILCD terms this attributional modelling, although system
expansion was previously associated with consequential modelling, as mentioned
above. The main reason for diverging from the ideal is that for the small changes
studied under Situation A it can be very difficult to identify marginal processes, i.e.
to understand the long- and short-term consequences on the market of introducing a
small change in its composition of product systems. The actual market behaviour in
response to small changes may also not be well-represented by simple mathematical

Table 8.4 Summary of ILCD recommendations on LCI modelling choices

Decision LCI Handling of Modelling of background
context modelling multifunctional system
framework processes when
(ILCD subdivision is not
terminology) possible
Situation A Attributional System expansion Average processes
Situation B Mix of System expansion Mix of long-term marginal
attributional processes for processes
and structurally changed.
consequential Average processes in all
other cases
Situation C1 Attributional System expansion Average processes
Situation C2 Attributional Allocation Average processes
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equations, which makes it difficult to model what will actually happen, short-term
and long-term, when, for example, a light-bulb is turned on, compared to a situation
where it is not turned on. There is therefore a risk of using wrong marginal pro-
cesses and this is problematic because LCA results are often quite sensitive to the
choices of marginal process (e.g. natural gas vs. wind for electricity supply). These
considerations have lead ILCD to pragmatically recommend using average pro-
cesses in the background system. It must be mentioned that some LCA experts
prefer to pursue the ideal by using marginal processes in Situation A studies, which
conflicts with the presented ILCD recommendations.

Situation B

Situation B concerns meso/macro-level decision support (see Chap. 7). ILCD
recommends the same modelling choices as for Situation A, with the exception that
background processes in the studied product system that have been identified as
being affected by structural changes as consequence of the analysed decision are
recommended to be modelled as mix of the long-term marginal processes. The logic
behind this exception is that marginal processes for suppliers that experience
structural changes are easier to identify than marginal processes for suppliers that
just experience changes in terms of the volume of products they deliver. The reason
for the focus on the long-term marginal is that the consequences studied under
Situation B are generally long term. Still, identifying the correct long-term marginal
processes in Situation B can be challenging and this is why it is pragmatically
recommended to use a mix of possible long-term marginal processes, rather than
actual long-term marginal processes, such as the mix for electricity shown in
Fig. 8.9. Chapter 9 addresses the calculation of such a mix. In light of the uncer-
tainty involved, we advise to model the LCI using a range of different mixes to
analyse how sensitive results are to the estimated mix (see Chap. 12). As for
Situation A studies, some LCA experts prefer to pursue the ideal of using a fully
consequential approach by only using marginal processes (either single process or a
mix) in Situation B studies, which conflicts with the presented ILCD
recommendations.

Situation C

Situation C relates to accounting, meaning that studies are not to be used to directly
support decisions and are of purely descriptive nature, often describing what has
already happened. Situation C1 considers interactions with other systems and ILCD
recommends handling this interaction via system expansion (for solving multi-
functional processes where subdivision is not possible) and use of average pro-
cesses in the background system. This means that the recommendations of ILCD in
practice are similar for Situation A and Cl1, even though the modelling ideals of
Situation A and C1 are different. Situation C2 disregards interactions with other
systems and ILCD therefore recommends that allocation be systematically used to
solve multifunctional processes, provided that subdivision is not possible. Note that
this conflicts with the ISO hierarchy, according to which system expansion should
be performed when possible instead of allocation.
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8.6 System Boundaries and Completeness Requirements

System boundaries demarcate the boundaries between the studied product system
and (1) the surrounding economy (technosphere) and (2) the environment (eco-
sphere). “Completeness requirements” is a related concept that can be used to
determine what processes should be included within the system boundaries to reach
the degree of completeness in the product system modelling that is needed to be in
agreement with the goal of a study (see details below). The setting of the system
boundaries can have a large influence on LCA results because they determine the
unit processes from which environmental impacts should be quantified. At this
point in the scope definition, the system boundaries should be represented in a
diagram that provides an overview of which parts of the studied product system(s)
that are included and which are excluded. An appropriate level of detail in this
diagram is the life cycle stages (such as production, manufacturing, transportation,
retail, use and disposal) or the main processing steps. It is often useful to start with
the process or life cycle stage that delivers the reference flow and then expand
upstream and downstream. See Fig. 8.10 for an example diagram for the study of a
steel sheet used to prevent accidents during roadworks. Note that the diagram does
not need to contain individual unit processes, as this full level of detail will only be
achieved in the actual construction of the inventory model (Chap. 9).

(a)

Extraction and production Manufacturing Use Disposal
of materials

Extraction of Pig iron Crude steel )
) ; . Steel rolling
iron ore production production

A

Landfilling

Collection
for recycling

Use on road

=
e

System boundaries

(b)

Fig. 8.10 a Example of system boundaries diagram for the life cycle of a steel sheet used to
prevent accidents during roadworks. Only the main process steps in the life cycle are shown.
b Illustration of steel sheets in use
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8.6.1 Ideal System Boundaries

Ideally, within the system boundaries should be all the unit processes required to
deliver the reference flow(s) defined by the functional unit. In cases where multi-
functionality is handled by system expansion, this also includes processes from other
systems that interact with the studied system. System boundaries should ideally be
set so that all flows crossing them are elementary flows (resources and emissions). In
other words, no material, energy, product or waste to treatment flows should cross
the system boundaries. Ideal system boundaries thereby contain all the unit pro-
cesses used to deliver the reference flow(s) by (1) generating energy and products
(materials for other unit processes) from extracted resources and (2) treating waste
flows to the point where the only outputs are emissions. Figure 8.11 illustrates an
ideal system boundary for a simple hypothetical product system containing just
fifteen unit processes. In this case, the inventory model is fully complete, because all
unit processes needed to deliver the reference flows are inside the system boundaries.

Outside the system boundaries lies the rest of the technosphere (not shown in
Fig. 8.9), i.e. the total body of other product systems in the global economy, and the
ecosphere, i.e. which is affected by resource uses and emissions from the
technosphere.

Ecosphere
Technosphere
System boundaries
A 4

H@H F—{ o

h 4

—

()
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o o e O T - O

Reference flow
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=9 —

Process Product or  Elementary
waste flow  flow

Fig. 8.11 Setting of system boundaries for a simple hypothetical product system. The boundary
contains all the unit processes required to deliver the reference flow (bold), and the only flows
crossing the system boundaries are elementary flows (blue). Note that the rest of the technosphere
is not shown
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8.6.2 Reasons to Divert from Ideal System Boundaries

There are three reasons to divert from working with ideal system boundaries:
First, if a study does not take a full life cycle perspective the rule of only
allowing elementary flows to cross the system boundary does not apply. A study
taking a full life cycle perspective aims to cover all the processes that are needed to
deliver the function(s) of interest upstream (extraction and production of raw
materials and manufacturing) and downstream (disposal) to the use stage. By
contrast, a so-called “cradle-to-gate” study is an example of a study not taking a full
life cycle perspective because the system boundary ends at the gate of the factory
where the studied product is produced. In this case, the product flow thus crosses
the system boundary, as shown in Fig. 8.12 (based on the simple hypothetical
product system shown in Fig. 8.11). The goal definition’s intended applications of
results decides whether a full life cycle perspective should be taken (see Chap. 7).
This decision is usually also reflected by the functional unit (see Sect. 8.4.2).
Second, in comparative studies it is justified to exclude identical processes if
they deliver identical quantities of services (energy, materials or treatment of waste)
in the systems studied. For example, in the illustrative case study on window frames
(Chap. 39) comparing four windows, the processes involved in cleaning the
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Fig. 8.12 Setting of system boundaries for a simple hypothetical product system in a
cradle-to-gate assessment. In this case, the reference flow (bold) is crossing the system
boundaries, to the rest of the technosphere; in addition to the elementary flows (blue) entering or
leaving the ecosphere
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windows throughout their use stages were excluded from the system of each
window because users are expected to clean the windows, that all have the same
surface area, in the same way, using the same amount of water and detergent. While
this kind of exclusion is allowed for comparisons between systems, it prevents a
proper hotspot analysis because it is unknown how much the omitted processes
contribute to overall environmental impacts.

Third, constructing an LCI model with ideal boundaries is practically impossi-
ble. This is because the number of unit processes actually required to deliver a
reference flow is often, even for simple products, enormous: Typically, unit pro-
cesses require around 5—10 material or energy inputs that each needs to be produced
by a unit process that in itself requires around 5—10 material or energy inputs, etc.
Furthermore, many product systems include examples of infinite loops where one
process A requires input from another process B to deliver an output that is needed
by process B to produce the input to process A. Every step back in a value chain
represents a step back in time and ideal system boundaries would therefore need to
encompass a large part of industrial history, which is not practically possible to
model. Yet, amongst the enormous number of unit processes that should ideally be
included in the system boundaries, only a minority actually have a quantitatively
relevant contribution to the environmental impacts of the studied product system.
For example, the ballpoint pens used by employees at a coal-fired power plant
obviously have an insignificant contribution to the environmental impacts of a unit
of power generation.

Therefore, all LCA studies in practice cut-off some unit processes that are
actually needed (although to a very limited extent) to deliver the reference flow.
This presents a dilemma of the system scoping. You should include within your
system boundaries the processes that matter, i.e. contribute significantly to the
overall impacts from the product system, but how can you determine whether a
process matters before you know what the total impacts are and can relate the
impacts from the process to this number? The solution to this dilemma lies in the
iterative approach to LCA that was introduced in Sect. 6.3 and presented for
inventory modelling in Sect. 9.3. Figure 8.13 shows examples of excluded product
flows.

8.6.3 Completeness Requirements: Quantitative
or Qualitative?

Completeness requirements are understood quantitatively by the ILCD guideline as
the share (%) of a product’s actual environmental impact that a study aims to
capture. From this understanding, completeness requirements would, for example,
be lower for a study that intends to provide an initial screening of hot spots for a
company to familiarise itself with the concept of life cycle thinking (e.g. 70%), than
for a study that intends to provide an environmental product declaration (EPD) for
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Fig. 8.13 Setting of system boundaries for a realistic product system. In this case, some processes
are not included within the system boundaries (cut-off), as illustrated by the excluded product and
waste flows. The exact system boundaries depend on whether allocation or substitution is
performed in the handling of multifunctional processes

consumers to consider environmental aspects of their purchasing (e.g. 90%). In an
LCA guiding the choice between two product designs, the completeness require-
ment depends on the difference in impact between the product designs. If there is a
large (expected) difference, the requirement to completeness would be lower than if
the product designs have very similar impacts. In practice, it is often difficult to
derive a quantitative completeness requirement from the, generally qualitative, goal
definition. In addition, a quantitative completeness requirement is often not helpful
for deciding whether a specific process should be included in the system or can be
cut-off. To know whether a process can be cut-off one must know how much that
process contributes to the total LCIA results for the product system. In other words,
one must include the process to figure out if it can be excluded. To circumvent this
paradox, some LCA practitioners take a more practical approach by deriving a
mass-based cut-off criterion,such as 0.1% from quantitative completeness require-
ments. This would mean that processes delivering flows with a mass of less than
0.1% of the reference flow can be cut-off. We do not recommend following this
approach blindly, because flows that are quantitatively small may still lead to large
impacts and therefore have to be included in the modelling. For example, a low
mass share of gold in a laptop can account for relatively large impacts due to mining
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activities, and a small quantity of radioactive waste, e.g. from hospital equipment,
can require extensive waste treatment, and therefore be associated with environ-
mental impacts that should not be neglected.

Due to the limitations of working with quantitative completeness requirements,
we here advocate a qualitative approach. This means specifying the parts of a life
cycle that must be included in the system boundaries and arguing why cutting off
other parts is acceptable. For example, an LCA practitioner may know from similar
LCA studies or previous experience that transportation between the use stage and
the waste management stage, or business trips of the employees of a tier-one
supplier are negligible. For new LCA practitioners, it can be difficult to create
reasonable completeness requirements and it is therefore always important to
explicitly report and justify them. Applying the iterative approach, the omission of
any processes should be justified in a sensitivity analysis after the inventory
analysis and impact assessment. If the sensitivity analysis indicates that the process
may be important with the chosen completeness requirements, it should be included
(and perhaps refined) in the next iteration. We stress that an LCA practitioner
should not blindly apply “default” qualitative completeness requirements, such as
disregarding the production and maintenance of infrastructure, to any study, but
always base the requirements on a case-specific assessment. This is to avoid cutting
off parts of a life cycle that are important in the specific study, although they may
typically not be important.

As with most items of the scope definition, completeness requirements are meant
to guide the initial LCI analysis, but during this analysis unforeseen limitations may
mean that the requirements are in practice not possible to follow. The LCA prac-
titioner can either handle this situation by modifying the completeness requirements
in a new iteration of the scope definition or by explicitly documenting in the LCI
analysis the parts of the LCI model that do not fulfil the completeness requirements.

8.7 Representativeness of LCI Data

It is the aim of LCA to reflect physical reality. This means that the model should
represent what actually happens or has happened to the extent possible, and the unit
processes applied to model the product system must be representative of the pro-
cesses which are actually used in the analysed product system (in case of attribu-
tional LCA) or affected due to the introduction of the assessed product on the
market (in the case of consequential LCA).

Typically, parts of a foreground system will be based on data (elementary flows,
etc.) collected first-hand by the LCA practitioner, e.g. from the company commis-
sioning the study. This primary data is, provided that it contains no errors, per
definition representative of the specific process occurring at the time that the data
was collected. Other parts of the foreground system and the entire background
system, on the other hand, are constructed from other than first-hand data sources
and when doing so it is important to consider how representative the chosen or
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constructed unit processes are of the actual unit processes that they are models for.
Representativeness of LCI data can be understood in three interrelated dimensions:
geographical, time-related and technological. Based on the goal definition and
knowledge about the studied product system, the scope definition must provide
guidance and requirements for the inventory analysis with respect to representa-
tiveness of LCI data, as explained below for each dimension of representativeness.
Besides serving as a guide for carrying out the inventory analysis, the representa-
tiveness of data should also be used in the interpretation of the results to reflect upon
the extent to which the product system model corresponds to reality (Chap. 12).

8.7.1 Geographical Representativeness

The geographical representativeness reflects how well the inventory data represents
the actual processes regarding location-specific parameters. Geographical repre-
sentativeness is important to consider because two processes delivering the same
product output, but taking place in two different locations (e.g. nations), can be
quite different in terms of the other flows (elementary flows, energy flows, material
flows and waste to treatment). Differences between unit processes can be caused by
geographical differences, such as local climate and proximity to natural resources,
and regulatory differences, such as energy taxes and emission thresholds. In
addition, when a mix of processes (market mix for attributional LCA and mix of
marginal processes for consequential LCA) is used to model the background system
or perform system expansion, the location of the mix used in the model versus the
actual location of the mix must be considered. For example, the electricity mixes of
Denmark (mainly coal and wind power) and Sweden (mainly nuclear and hy-
dropower) vary quite a lot; despite the close proximity of the two countries, see
Fig. 8.14.

This can in part be explained by geographical differences (Sweden has moun-
tains and therefore a potential for generating hydropower—Denmark is flat) and in
part from social and political differences (Sweden has nuclear power plants—
Denmark does not, largely due to public resistance).

Due to the importance of geographical representativeness the LCA practitioner
must in the scope definition define the geographical scope of the processes, or
combinations of processes, taking place in the product system. The starting point
should be the foreground system, where the locations of processes are typically
known with high certainty. The LCA practitioner can then proceed to defining the
geographical scope of upstream and downstream processes that typically are more
uncertain the more “process steps” from the key processes they are in the model.
The appropriate resolution of the geographical scopes (e.g. city, region, nation or
continent) depends on factors such as the spatial coverage of regulation (typically
following national borders), geographical variations (e.g. weather, climate) and the
spatial extent of markets (some markets are very local, while others are global).
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Fig. 8.14 Swedish (a) and Danish (b) electricity consumption mix in 2014 (low voltage, e.g. for
domestic consumption). Imports from neighbouring countries can be further broken down into
energy sources. ‘Others’ is an aggregation of all energy sources contributing less than 1% to the
mix (Treyer and Bauer 2013)

Table 8.5 shows the geographical scope for life cycle stages and processes in the
illustrative case of window frames (Chap. 39).

During an inventory analysis, it is common that some unit processes cannot be
obtained for the described location, such as a specific country. In these cases, the
LCA practitioner must choose the most representative unit process to approximate
the actual unit process based on his or her knowledge of geographical variations in
central factors such as climate, regulation and markets. For example, in a study
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Table 8.5 Geographical scope for life cycle stages and central unit processes in the window
frames case study

Stage Window type
Wood ‘Wood/aluminium | pPvC ‘ Wood/composite
Materials Metal ores: not known

Crude oil: Norway, Russia, Middle East
Forestry: Finland | - ‘ _

Manufacturing | Glass pane: Sweden

Wood frame: Wood frame: PVC frame: Composite
Scandinavia Scandinavia Germany frame: Germany
Other Other elements: Other Other elements:
elements: mainly Europe elements: mainly Europe
Europe mainly

Europe

Assembly: Denmark

Use (heat Mainly Mainly Europe Mainly

supply) Scandinavia, Scandinavia, Scandinavia
Germany Germany

Disposal The same as the use stage

involving clothes washing in Vietnam the unit process for a certain waste water
treatment process in Thailand may be a good approximation for a Vietnamese unit
process if the treatment efficiency is the same, because of the climatic similarities
between the two countries. If needed, the proxy process may be adjusted to better
represent the actual process of the product system. Chapter 9 elaborates on the
choices related to geographical representativeness when constructing an inventory
model. The influence of a low geographical representativeness on the conclusionsof
the study must be evaluated in the interpretation of the LCA results (see Chap. 12).

8.7.2 Time-Related Representativeness

Just as two processes delivering the same product output can be different if they
occur in different locations, they can also be different if they occur at different
times. This is due to technological innovation and development, which often tends
to lead to more efficient processes over time, meaningless input (energy, material
and resource flows) and sometimes also less unwanted by-products (waste to be
treated and emissions) per unit of output. The time-related representativeness
reflects how well the inventory data represents the actual processes regarding the
time (e.g. year) they occur. Technological innovation is “faster” in some sectors
than others. Therefore, a unit process that reflects the situation 10 years prior to the
occurrence of the process in the product system can have a high time-related
representativeness if it belongs to a mature sector with little technological
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Fig. 8.15 Example of time frames expressed for different life cycle stages

innovation (such as the pulp and paper industry); but it can have a low represen-
tativeness if it is part of a sector with rapid technological development, such as IT,
energy (with the growing focus on decarbonisation) and waste treatment (with the
focus on waste avoidance and recycling of materials).

In line with the requirements to define the geographical scope of processes, LCA
practitioners must in the scope definition define the time frame of the processes in
the different stages of the life cycle. Figure 8.15 gives an example of how time
frames can be represented.

These times are largely influenced by the expected lifetime of the studied pro-
duct(s). For example, in a study involving furniture the expected lifetime, from
consumer purchase to disposal, is decisive for the time at which waste treatment can
be expected to occur. In other cases, the lifetime of installed capacity in the fore-
ground system has a great influence on the time frames. For example, in a study
involving a decision to construct a new incineration plant, the number of years that
it is planned to operate (typically 20-30 years) is decisive for the timing of the
involved unit processes. In all cases, the intended application of results and reasons
for carrying out a study, as stated in the goal definition, can guide the time-related
requirements. In the illustrative case study on window frames, the time frame of the
manufacturing and use stage is estimated to be 5 and 20 years, respectively.

Following the formulation of the time-related requirements, the LCA practitioner
must attempt to obtain the highest overall possible time-related representativeness
when constructing the inventory model, within the time or budget constraints of the
LCA study. When comparing the time aspects of the obtained inventory data with
the time-related requirements it must be noted that the time at which a dataset was
published is usually not equivalent to the time for which its data is valid (several
years may pass between the first-hand collection of data and the publication of the
data). In the foreground system the focus should be on those processes taking place
in the future that the results of an initial iteration show to be important and that is
also expected to change relatively rapidly (see above). The available current or past
data for these processes can be used to project how they will evolve in the future.
For example, the electricity mix of the future might be projected from past trends
along with plans issued by public authorities that govern the electricity system. See
also Chap. 21 on prospective LCAs and technological foresight. Regarding the
background system, LCA practitioners usually have to make do with the most
recent process contained in the LCI database used, while considering any trade-offs
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with geographical representativeness. The influence of a low time-related repre-
sentativeness on the conclusions of the study must be evaluated in the interpretation
of the LCA results (see Chap. 12).

In comparative studies it is important to investigate whether there is a risk that
differences in time-related representativeness for the compared alternatives can lead
to a bias that favours one product system over the others. This could, for example,
be the case in a comparison of two technologies if the data of one technology is
older (in terms of the year they are valid for) than the data of the other technology.

Just as some LCIA methods are spatially differentiated, there are also LCIA
methods that are temporarily differentiated, meaning that their results are affected
by the timing of elementary flows (see Chap. 10). So far, this LCIA practice has
been limited to mainly distinguishing between “short-term” and “long-term”
emissions, which is, for example, relevant when including landfilling processes,
from which some emissions are projected to occur hundreds or even thousands of
years after the landfilling of a given material. In addition, some climate change
indicators consider when an emission occurs, which, for example, enables quan-
tification of the benefits of temporary carbon storage. In specific cases, the differ-
ence of inventory data in the course of the year (especially hot and cold season) and
the day (daytime/night) are relevant for a study. It is to be checked along the goal of
the study whether such intra-annual or intra-day specific data might be needed (e.g.
on night-time electricity base-load data for charging electric car batteries overnight).
In all cases, the time-related information for elementary flows required by the LCIA
methods chosen in the previous step of the scope definition should guide the data
collection and output format of the inventory analysis.

8.7.3 Technological Representativeness

Two identical products can be produced using two different technologies and
thereby be associated with different (sets of) unit processes and related flows. For
example, crude steel can be produced using an electric arc furnace (EAF) or a basic
oxygen furnace (BOF), which are two very different technologies involving dif-
ferent inventory flows. Technological representativeness reflects how well the
inventory data represents the actual technologies involved in the studied product
system. Technological representativeness is interlinked with geographical and
temporal representativeness. For example, the technology mix involved in the
production of electricity (coal power, natural gas, nuclear power, windmills, etc.)
varies in space (e.g. from country to country) and over time. The LCA practitioner
must use his or her knowledge about the product system to ensure (to the highest
degree possible) that it is modelled using unit processes that reflect the actual
technologies involved. It is important to ensure that the unit processes modelled in
the system are in fact internally technologically compatible, meaning that the
product output of one process should meet the quality requirements for input
materials of the next process in the system. For example, if a unit process requires
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steel that is stainless and heat resistant as material input, then it is incompatible with
the product of a unit process producing basic grade steel without these properties.

The scope definition should therefore contain a list of technologies that are
known to be involved in the foreground system and in those parts of the back-
ground system for which such knowledge exists (typically energysupply, waste
management and transportation), specifying representativeness requirements. This
list should be partly based on the outcome of the geographical scope and time
frames in terms of where and when processes are taking place.

8.8 Preparing the Basis for the Impact Assessment

The planning of the impact assessment in the scope definition has two main pur-
poses. The first is to ensure that it is done in accordance with the goal definition and
the second is to prepare for the inventory analysis where the elementary flows
(resources and emissions) that should be included depend on the impact categories
to be covered in the LCIA. These elementary flows may also depend on the par-
ticular LCIA methods that are used to model these impact categories because
different LCIA methods can cover different elementary flows. Planning how to
perform the LCIA prior to the life cycle inventory analysis therefore helps ensuring
that the right data is being collected in the cycle inventory analysis. A brief
guidance on the planning of the LCIA is given in the following sections. Chapter 10
gives a comprehensive introduction to the science behind LCIA and how to report
results.

8.8.1 Selection of Impact Coverage

According to the ISO 14044 standard for LCA, the selection of impact categories to
be covered by an LCA “shall reflect a comprehensive set of environmental issues
related to the product system being studied, taking the goal and scope into con-
sideration”. This means that all environmental impacts where the product system
has relevant contributions must be included in the impact assessment, unless the
goal definition explicitly states otherwise. The latter is the case, e.g. in carbon or
water footprinting studies, and in such studies the limitations imposed by the
narrow impact coverage should be stressed in the goal definition and addressed the
interpretation of results. Other valid reasons to exclude one or more impact cate-
gories from the assessment is when an initial iteration of the LCA shows that they
do not contribute to the differentiation between the alternatives in a comparative
LCA, or when they have a negligible contribution to the overall impacts, estimated
by aggregating indicator scores for different impact categories to a single score
following normalisation and weighting (see Sect. 8.2.5). In this case, the excluded
impact categories must be listed as deliberately omitted in the scope definition of
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the LCA report with reference to the outcome of the initial iteration. Transparency
on the selection of impact categories is essential to avoid an “interest-driven”
selection of impact categories where impact categories are excluded, e.g. because
they disfavour the product produced by the commissioner of a study in a com-
parative analysis.

8.8.2 Selection of LCIA Methods

To support the choice between alternative LCIA methods that can be used to
calculate an indicator score for the same impact category, ILCD has developed six
criteria for evaluating the methods:

1. Completeness of scope: how well does the indicator and the characterisation
model cover the environmental mechanisms associated with the impact category
under assessment?

2. Environmental relevance: to what extent are the critical parts of the impact
pathway included and modelled in accordance with the current state of the art?

3. Scientific robustness and Certainty: how well has the model been peer reviewed,
does it represent state of the art, can it be validated against monitoring data and
are uncertainties reported?

4. Documentation, Transparency and Reproducibility: how accessible are the
model, the model documentation, the characterisation factors and the applied
input data?

5. Applicability: are characterisation factors provided for the important elementary
flows for this impact category in a form that is straightforward to apply?

6. Stakeholders’ acceptance: has the model been endorsed by competent authori-
ties, are the model principles and applied metric understandable for users of the
LCA results in a business and policy contexts?

These criteria can be difficult to apply for LCA practitioners that are not experts
in LCIA modelling, but further insight can be gathered in Chaps. 10 and 40 gives an
overview of available LCIA methods, discusses their main differences and how they
perform on the six criteria.

In practice, an LCA practitioner will often rely on the use of software to model
the product system and perform the impact assessment and then simply calculate
LCIA scores for all the impacts categories that are made available in the software as
part of an LCIA method. An LCIA method is a collection of impact categories that
aims to have a broad coverage of environmental issues, and it is typically developed
by one research group (Hauschild et al., 2013). If several LCIA methods are
available, it may be useful to apply more than one to test the sensitivity of the
results to the choice of LCIA method (see Chap. 11). This is an easy way to explore
the sensitivity of LCIA results because calculating results for multiple impact
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categories in LCA software essentially takes the same time as calculating results for
a single impact category.

For some LCA studies, no LCIA method may cover an environmental impact
that is considered relevant. In such cases, the LCA practitioner can choose to
develop an LCIA method on their own and this development should be guided by
the six criteria above. Often, however, the development of a new impact category is
not feasible for an LCA practitioner, due to budget constraints and limited
knowledge of the impact pathway. The potentially relevant environmental impacts
that are not covered by the impact assessment should be highlighted in the scope
definition and considered qualitatively in the interpretation of results (Chap. 12).

An important aspect related to compatibility between the collected elementary
flow of the life cycle inventory analysis and the ensuing LCIA is the degree of
spatial differentiation of the LCA study. Spatial differentiation essentially means
taking into account where an elementary flow occurs. This information is relevant
for many impact categories, because the sensitivity of the environment towards 1
unit of elementary flow differs from place to place (see more details in Chap. 10).
Many popular LCIA methods are (still) spatially generic. Yet, spatially differenti-
ated methods have over the years increased in numbers and quality and their use
may therefore increase in the future. If it is chosen to use spatially differentiated
methods it is important to collect spatial information for the elementary flows in the
life cycle inventory analysis (e.g. name of nation, watershed ID or grid cell defined
by GIS coordinates) that is compatible with these methods.

Normalisation and weighting are optional LCIA steps under ISO 14044:2006,
and as part of the scope definition the LCA practitioner should decide whether
normalisation and weighting is needed. Are the steps relevant for the intended
application(s) and target audience of the LCA study (see Goal definition in Chap. 7)?
Normalisation is usually beneficial to aid the understanding of results if the target
audience are not experts, and weighting is required if an aggregation of impact
scores across the environmental impact categories is intended. On top of normali-
sation, an LCA practitioner may thus choose to include weighting, if the commis-
sioner of a study has specifically asked for single score results. The decision to
perform normalisation and weighting can also influence the choice of LCIA method
since not all methods support these steps. A detailed description of normalisation and
weighting is given in Chap. 10.

8.9 Special Requirements for System Comparisons

Many LCA studies compare systems, e.g. when two or more products fulfil the
same function as captured in the functional unit. The ISO 14044 standard poses a
number of special requirements for the scope definition of comparative studies to
ensure that the systems can actually be compared: “Systems shall be compared
using the same functional unit and equivalent methodological considerations, such
as performance, system boundary, data quality, allocation procedures, decision
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rules on evaluating inputs, and outputs and impact assessment. Any differences
between systems regarding these parameters shall be identified and reported”.
When a comparative study is intended to conclude on the superiority or equivalence
of the compared alternatives in terms of their environmental performance, and to
make these conclusions publically available, the standard identifies it as a “com-
parative assertion intended to be disclosed to the public”. For such applications of
LCA, the standard requires that these points shall be evaluated in a critical review
performed by a panel of interested parties (see Sect. 8.10 and Chap. 13).

These special requirements reflect the consequences that the comparative use of
LCA results may have for other companies, institutions and stakeholders that are
not directly involved in the study and they are intended to prevent the misuse of
LCA in market competition.

To prevent misleading LCA results and the misuse of LCA in comparative
assertions, the ILCD guideline furthermore requires that:

e The uncertainties involved must be evaluated and communicated when one
product system appears to have a lower environmental impact for one or more
impact categories than another, see Chaps. 11 and 12 for details.

e In the case where the goal definition prescribes a comparison based on a single
indicator (e.g. carbon footprint) the LCA study must highlight that the com-
parison is not suitable to identify environmental preferable alternatives, as it
only covers the considered impact(s) (e.g. climate change). This applies unless it
can be sufficiently demonstrated that the compared alternatives do not differ in
other relevant environmental impacts to a degree that would change the con-
clusions of the comparison if those other impacts would be included in the
analysis. Such demonstrations may be in the form of other LCA studies avail-
able for sufficiently similar systems.

8.10 Need for Critical Review

A critical review is performed by experts not involved in making a study. A critical
review is sometimes required (e.g. for studies with the intended publication of
results), but even when there is no formal requirement a critical review is useful for
improving the quality and credibility of a study.

Chapter 13 deals specifically with the critical review stage of an LCA, presents
the different types of critical review and explains for what kind of LCA studies
(with reference to the goal definition) these are needed. It is, however, useful
already during the scope definition to decide whether a critical review is needed or
intended. If a review is required or intended, the scope definition should further-
more specify the form of the review in order to allow the documentation and
reporting of the study to be tailored to meet the later requirements from the peer
reviewers. It should also, in the scope definition, be decided whether the review
should be performed on the final draft of the LCA report or whether it should be
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done in an interactive process throughout the performance of a study. In this case,
the reviewers are given the opportunity to comment on the goal and scope definition
prior to the onset of the inventory analysis, and possibly on interim results of the
impact assessment and interpretation before the final reporting so that their com-
ments can guide the process of the LCA.

8.11 Planning the Reporting of Results

Product systems can be very complex, and choices are often made during the LCA
that can influence the conclusions. To reduce the risk of erroneous and misleading
use of the LCA, it is essential that the reporting is clear and transparent with a clear
indication of what has and what has not been included in the study and which
conclusions and recommendations the outcome supports.

The reporting of an LCA study should target the audience as it is specified in the
goal definition. Depending on whether the study is comparative and public, the
ILCD guideline identifies three reporting levels:

1. Internal use by the commissioner of study;

2. External use by the third party, i.e. a limited, well-defined list of recipients with
at least one organisation that has not participated in the study.

3. Comparative studies to be disclosed to the public.

Due to the sensitive nature of comparative assertions based on LCA, there are a
number of additional reporting requirements to level 3 studies. No formal
requirements apply to level 1, but it is recommended to follow the requirements for
level 2. Chapter 38 shows all the elements that an LCA report should cover,
according to level 2 and 3, and proposes a sequence of these elements, and the
reporting of the case study on window frames in Chap. 39 demonstrates the ap-
plication of the template in a comparative study.
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Chapter 9
Life Cycle Inventory Analysis
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Andrea Corona, Morten Birkved and Michael Z. Hauschild

Abstract The inventory analysis is the third and often most time-consuming part
of an LCA. The analysis is guided by the goal and scope definition, and its core
activity is the collection and compilation of data on elementary flows from all
processes in the studied product system(s) drawing on a combination of different
sources. The output is a compiled inventory of elementary flows that is used as
basis of the subsequent life cycle impact assessment phase. This chapter teaches
how to carry out this task through six steps: (1) identifying processes for the LCI
model of the product system; (2) planning and collecting data; (3) constructing and
quality checking unit processes; (4) constructing LCI model and calculating LCI
results; (5) preparing the basis for uncertainty management and sensitivity analysis;
and (6) reporting.

Learning Objectives
After studying this chapter the reader should be able to:

e Collect and critically evaluate the data quality of an LCL

e Construct a unit process from first-hand gathered data.

e Build an LCI model using either attributional or consequential approach and
explain the differences between the two approaches.

e Explain what data is required for uncertainty and sensitivity analyses and how to
collect these data.

e Document an LCI model, including unit processes and LCI results.
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9.1 Introduction

During the life cycle inventory (LCI) analysis phase of an LCA the collection of
data and the modelling of the flows to, from and within the product system(s) is
done. This must be in line with the goal definition (see Chap. 7) and (to the extent
possible) meet the requirements derived in the scope definition (see Chap. 8). The
LCI result is a list of quantified elementary flows crossing the system boundary of
the studied life cycle and it is used as input to the subsequent LCIA phase (see
Chap. 10). Insights that the LCA practitioner gains when conducting the LCI
analysis are also commonly used to adjust the requirements of the scope definition,
e.g. when unforeseen data limitations lead to the need for a modification of the
completeness requirements (see Sect. 8.6.3). Typically, the LCI analysis is the
phase that requires the most efforts and resources from the LCA practitioner, and it
is rarely practically possible to collect the highest quality of data for all processes of
the LCI due to the unreasonable high cost that would be involved. Fortunately, it is
also rarely needed in order to meet the goal and support the intended applications of
the LCA. Therefore, the inventory analysis requires a structured approach to ensure
that time is being spent on collection of data for those parts of the product’s life
cycle that are most important for the overall impacts from the product system.
Several iterations between the LCI and LCIA phase are normally needed to meet
the goal of the study, with each iteration providing insight into which inventory data
are the most important for the LCA results (see Chap. 6).

In this chapter, we provide practical guidance on how to perform an LCI analysis
using an iterative approach to LCA. We will focus on providing detailed guidance
for the four decision contexts (A, B, C1 and C2) in line with the ILCD guideline.
The chapter is structured around six steps of an LCI analysis:

. Identifying processes for the LCI model

. Planning and collecting data

. Constructing and quality checking unit processes

. Constructing LCI model and calculating LCI results

. Preparing the basis for uncertainty management and sensitivity analysis
. Reporting.

(o)WY I I S R

Before digging into the details, we note that this chapter teaches how to construct
an LCI using knowledge about the industrial processes taking part in a life cycle
and the physical flows connecting them. This is called a process-based (or
bottom-up) approach to inventory modelling. A complementary approach to con-
structing an LCI is to model the life cycle inventory for the product from a mac-
roscale perspective by drawing on a combination of (1) information on elementary
flows associated with one unit of economic activity in different sectors and
(2) national statistics on the trade of products and services between sectors. This is
called environmentally extended input—output analysis (EEIO) and in contrast to
the process-based approach it can be seen as a top-down approach to inventory
modelling. The strength of EEIO is that a completeness of 100%, in theory, can be
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achieved in the sense that no processes need to be cut-off due to missing data or
budget constraints. The two main weaknesses of the EEIO approach are (1) that the
coverage of elementary flows is rather limited, compared to the process-based
approach and that (2) the resolution of many products and services is quite low due
to the heterogeneous nature of many sectors, as defined by national trade statistics.
Chapter 14 deals with IO-LCA and in particular how to use EEIO to complement
and guide process-based LCA. This chapter will make references to EEIO, when
the approach can complement the process-based approach.

9.2 Identifying Processes for the LCI Model

This first step of the LCI details the coarse initial system diagram made under the
scope item System boundaries (see Sect. 8.6) and draws upon the related com-
pleteness requirements. The outcome of the step is a detailed depiction of the
foreground system, i.e. all the processes it is composed of and their links, and the
processes of the background system ‘neighbouring’ the foreground system, i.e.
where links to LCI database processes will be established.

9.2.1 Detailing the Physical Value Chain

For all decision contexts (A, B, C1 and C2—see Sect. 7.4) the approach to iden-
tifying processes is to start with the reference flow and construct the entire fore-
ground system process by process:

0. The unit process having the reference flow, as product output, should first be
identified (or unit processes, in the case of more than one reference flow). This is
termed a ‘level 0’ process. In a study where a window is the reference flow, the
level O process is the assembly of the window.

1. The processes required to deliver flows that will be physically embodied in the
reference flow should then be identified. These are termed “level 1” processes.
In the window example, examples of level 1 processes are the production of
glass and the window frame.

2. The processes required to deliver flows that perform a supporting function to the
level O process (i.e. not becoming physically embodied in its output) should then
be identified. These are termed ‘level 2’ processes. In the window example,
examples of level 2 processes are the supply of electricity used in the assembly
of the window or the transportation needed to deliver the flows of the level 1
processes to the level O process.

3. The processes required to deliver services to the level O processes should then be
identified. These are termed °‘level 3’ processes. In the window example,
examples of level 3 processes are administration and marketing.
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4. The processes required to produce and maintain the infrastructure that enables
the level O process should then be identified. These are termed ‘level 4’ pro-
cesses. In the window example, examples of level 4 processes are production and
maintenance (oiling, replacing and repairing parts) of the assembly machines.

After having identified level 1, 2, 3 and 4 processes belonging to the level 0
process (the reference flow), Step 1-4 is then repeated for each these processes.
This procedure is illustrated in Fig. 9.1 for the window example.
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Fig. 9.1 Procedure for identifying processes of the foreground system, exemplified in the study of
the life cycle of a window. The starting point is the process that delivers the reference flow, ‘0)
Window assembly’. The foreground system is then populated process by process by proceeding
upstream and downstream from the reference flow. Unlinked arrows present on some processes
indicate the existence of other processes that were not included in the figure. Use and Waste
management are in italic, because they represent life cycle stages, rather than actual processes. The
star at ‘Waste management’ indicates the existence of multifunctional processes, i.e. glass
recycling and incineration of window frame. Abbreviations in the figure: Incin incineration, Transp
transportation, Admin administration, R&D research and development. Numbering and colour
code, identify the process level for the different foreground processes
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Processes downstream, i.e. in the use and waste management stages, should be
identified in a similar fashion. The procedure is, in principle, repeated until the
foreground system is completed and can be linked to LCI database processes of the
background system, as described later in this chapter. When carrying out this
procedure, the LCA practitioner should identify all multifunctional processes,
because they have to be handled next.

Note that the step of identifying processes for the LCI model and the step of
planning and collection of data are somewhat interrelated. For example, data col-
lected for a given process may lead to the realisation that one or more upstream
processes are different than the ones previously (assumed) identified. During data
collection the LCA practitioner may, for example, realise that a plastic component
is actually produced from biomaterials rather than petrochemicals, as was initially
assumed. The identified processes in this first inventory step should therefore be
considered preliminary.

In practice, many processes belonging to level 3 and 4 will end up being entirely
omitted from an LCI model, because their individual contribution to the indicator
score is expected to be insignificant and because data can be hard to find, at least
when using the ‘bottom-up’ (=process-based) approach to constructing inventories.
In such cases, the environmental impacts of product systems are systematically
underestimated by various degrees. It is an important task of the inventory analysis
and consecutive impact assessment to ensure that this underestimation does not
violate the completeness requirements for the study. Chapter 14 shows how
IO-LCA can complement process-based LCA to better cover the impacts from level
3 and 4 processes.

9.2.2 Handling of Multifunctional Processes

Section 8.5.2 presented the ISO hierarchy for solving multifunctionality, i.e. pro-
cesses in the product system that deliver several outputs or services of which not all
are used by the reference flow of the study. According to this hierarchy, the pre-
ferred solution is subdivision of the concerned process, and if this is not possible,
system expansion and, as a last resort, allocation. Below, examples are given for
how to carry out each solution in practice. This guidance is primarily relevant for
the foreground system because multifunctionality has typically already been han-
dled for the processes in the LCI databases that are used to construct the back-
ground system. Some LCI databases exist in different versions, according to how
multifunctionality has been solved (see Sect. 9.3 below). For the background
system this reduces the job of the LCA practitioner to just source processes from the
appropriate version of the LCI databases. Yet, even in the background system, the
LCA practitioner may sometimes have to solve multifunctionality manually when
no appropriate solutions exist in the used LCI databases. We note that many waste
treatment processes are multifunctional because they both offer the function of
managing (often heterogeneous) waste streams and the function of providing
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product flows, such as recycled materials or electricity. We refer to Chap. 35 on
application of LCA to solid waste management systems for more details on how
these special cases of multifunctionality are solved in LCA practice.

Subdivision

When possible, subdivision should always be the solution to multifunctionality.
Unit processes can be defined at many levels of detail and for the use in LCA there
is no point in detailing them beyond what is needed for the modelling purpose in
the LCA. This may mean that by increasing the detail applied in the modelling, the
multifunctionality may be revealed as artificial. For example, a process that
encompasses an entire factory producing two different products may have been
identified from the procedure detailed in Sect. 9.2.1. If this factory is in fact using
different and independent machines and work stations for manufacturing the two
products, the initial process can, by introducing additional detail in the modelling of
the process, be subdivided into two or more processes that each contribute to the
production of only one of the products, see Fig. 9.2. Note that it is often not
possible to fully physically divide a process according to the co-products. In the
factory example room lighting, room heating and administration (all level 3 pro-
cesses, according to Sect. 9.2.1) may not be possible to divide between the
co-products. In such cases, subdivision needs to be supplemented with or replaced
by another solution to multifunctionality. Note also, that in practice data availability
often determines whether subdivision is possible. In the factory example, it may be
that data only exist for the electricity consumption of the entire factory, i.e. the
consumption of each machine is unknown and in this case, subdivision would be
practically impossible. In addition, there are many situations where the creation of
the co-products is integrated into the process in a way that impedes the multi-
functionality to be addressed by subdivision. This is the case for many biological
and chemical processes.
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water and soil water and soil
Materials Materials
., _
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Unit process rodett | _ _____________|P rod ggt_ -
Product 2 Product 2
— s O
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Fig. 9.2 Solving the multifunctionality problem by increasing the modelling resolution and

sub-dividing the process into minor units which can unambiguously be assigned to either of the
functional outputs
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System Expansion

System expansion is second in the ISO hierarchy. As explained in Sect. 8.5.2,
system expansion is mathematically identical to crediting the studied product sys-
tem with the avoided production of the secondary function(s) that would alterna-
tively have been produced and delivered somewhere else in the technosphere.
When modelling a life cycle inventory, the technique used to perform crediting
varies between LCA software (see Sect. 9.5). The identification of avoided pro-
cesses depends on the decision context. For Situation A and C1 a market mix is
used, which corresponds to the average process used to supply the entire market
(see Sect. 8.5.4). To calculate a market mix, one needs to know the amount of
product or service that is produced and delivered to the relevant market by each
process at the time when the secondary function is delivered by the studied product
system (see Fig. 8.13). So, for example, if recycled steel is a co-product of a studied
life cycle and the two processes for producing steel, electric arc furnace (EAF) and
a basic oxygen furnace (BOF), delivered 60 and 140 million tonnes, respectively,
in the relevant market and reference year, then the market mix would be 30% EAF
and 70% BOF (World Steel 2015). The LCI model should thus be credited with a
constructed process composed of 30% of the flow quantities associated with the
production of 1 unit of EAF steel and 70% of the flow quantities associated with the
production of 1 unit of BOF steel. It is important to identify the correct market for
each system expansion. The correct market must reflect the geographical and
temporal scope (see Sect. 8.7). Note that some goods and services are sold in global
markets due to the low cost of transportation relative to their value (e.g. gold), while
other goods and services are sold on local or regional markets due to high trans-
portation cost (e.g. some biomaterials and water) or regulation. Information on
volumes produced and delivered to markets can often be obtained from reports or
databases of industry organisations (e.g. the World Steel Association in the example
of recycled steel). In consequential modelling (parts of Situation B, see Sect. 8.5.4),
the avoided process is not a market mix, but the marginal process (or a mix of
marginal processes) and its identification is explained in Sect. 9.2.3.

Allocation

Allocation is the third and last option in the ISO hierarchy. As mentioned in
Sect. 8.5.2 allocation should, when possible, be based on (1) causal physical
relationship, followed by (2) a common representative physical parameter and, as a
last resort, (3) economic value.

The causal physical relationship approach is possible when the ratio between
quantities of co-products can be changed. Consider again the above example of a
factory producing two products (x and y), where only the total electricity con-
sumption is known. Here it would be possible to derive the electricity consumption
of x and y by collecting data on production volumes and total electricity con-
sumption at two points in time, where the relationship between the produced
quantities are different. This could lead to the following simple system of equations:
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Time 1 : 10 tonnes * X + 20 tonnes * ¥ = 10.000 kWh (9.1)
Time2 : 10tonnes * X +40tonnes * ¥ = 12.000 kWh (9.2)

Here, X and Y represent the electricity consumption of product x and
y (kWh/tonne) and by solving the equation system, one finds that X is
800 kWh/tonne and Y is 100 kWh/tonne. If time 1 is representative for the unit
process to be applied in the LCI model, then 80% (10 tonnes * 800 kWh/tonne
divided by 10.000 kWh) of the factory’s electricity consumption should be allo-
cated to product x. Note that this 80% allocation factor should not blindly be
applied to allocate the remaining flows (e.g. consumption of heat and emissions of
NO,) between product x and y, for which the causal physical relationships may be
different. Note also that allocation according to a causal physical relationship is in
many cases not possible, because the ratio between co-products or co-services for
many processes cannot be changed. For example, it is not for practical purposes
possible to reduce or increase the production of straw, while keeping the production
of wheat constant.

The representative physical parameter approach is possible when co-products
provide a similar function. For example, in the case of a fractional distillation
process of crude oil, a similar function of many of the co-products (e.g. diesel,
petrol, kerosene, propane and bunker oil) is to serve as a fuel to drive a process
performing mechanical work, and therefore exergy, which can be interpreted as the
maximum useful work, is an appropriate representative physical parameter. The
parameter values of each co-product can typically be obtained from physical or
chemical compendiums (e.g. in the case of exergy values). Once the values have
been obtained, calculating the allocation factor is straightforward. For example, if
co-products x, y and z are produced in quantities 1, 3 and 6 kg and if their repre-
sentative physical parameter values are 10, 1, and 0.5 per kg, then the total
parameter value would be 16 ie. (1 * 10+ 3 * 1 + 6 * 0.5) and the allocation
factor for product x would be 62.5% (1 * 10 divided by 16) and so on. Note that in
the distillation process case, the functions of the co-products are not entirely
identical. Airplanes cannot fly on bunker oil, and bitumen, one of the co-products,
cannot be used as a fuel. Allocating according to a representative physical
parameter is therefore not ideal, but may be the best solution, compared to other
allocation approaches. This example illustrates that there is often not a single
correct allocation approach and the choice of approach therefore depends on the
judgement of the LCA practitioner. The sensitivity of the LCA results to this
judgement may be investigated in a sensitivity analysis applying different possible
allocation factors, as explained in Sect. 9.6. Note that it is very important to choose
a representative parameter that is actually representative for the function of all
co-products. For example, mass is not a representative parameter for the
co-production of milk and meat from dairy cows because the functions of milk and
meat are not their mass. In this case, some measure of nutritional value would be a
more representative parameter.



9 Life Cycle Inventory Analysis 125

The economic value approach is recommended as a last resort and is generally
easy to carry out due to the abundance of price data on goods and services. Prices
may be obtained by contacting the company running the multifunctional process in
question or from the stock exchange in case of global markets, e.g. for some metals.
For some co-products there may not be a market because they need to go through
additional processing before they are sold. In that case, the LCA practitioner should
calculate a shadow price. For example, straw, a co-product of wheat production,
needs to be baled before it is sold, and the economic value of baled straw must
therefore be subtracted the cost to the farmer of baling the straw to calculate the
shadow price of the unbaled straw leaving the multifunctional process of wheat
production. Note that the prices of most goods and services are volatile to varying
degrees. It is therefore recommended to calculate average values for the time period
that is relevant to the temporal scope of the study (see Sect. 8.7.2). Once the
economic values have been determined, allocation factors are calculated in the same
way as the above generic example for the representative physical parameter
approach.

It should be noted that although allocation by economic value is the last resort
according to IS0, it is widely used in practice. This is because the other solutions to
the handling of multifunctional processes are often not possible due to the nature of
the multifunctional process or due to lack of the required information and data to
identify the relevant process for a system expansion or to determine a causal
physical relationship, or a common representative physical parameter. By contrast,
the price data needed to carry out economic allocation is generally available. For
this reason, economic allocation is done by some LCA researchers recommended as
a default solution to multifunctionality, e.g. by the Dutch CML Guideline (Guinée
et al. 2002), and the LCI database ecoinvent comes in a version where allocation by
economic value is systematically applied to all multifunctional processes (see
Sect. 9.3.2 below).

9.2.3 Consequential Modelling

In most cases, a consequential LCI will include other processes than an attributional
LCI for the same product system. The attributional LCI includes the processes
which the assessed product ‘sees’ from its journey from the cradle to the grave. If,
for example, the assessed product is a plastic cup, the start of the journey will be
some extracted crude oil, which through a sequence of production processes will be
processed into plastic. This will then be transported to the shop, be bought by a
user, who will use it once and then discard it, after which it will be transported to,
say, an incinerator and burned. In the attributional LCI, each of these processes: the
production of crude oil, the conversion into plastic, the transport and incineration
will be included.

The consequential LCI is different; the goal of the assessment is to identify the
environmental impacts caused by a decision, for example the decision to buy a
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plastic cup. The processes that change due to a decision may not be the same that a
product ‘sees’ throughout its product life (see Fig. 9.1). The following example
may make this easier to understand.

Assume now for the sake of the example that we have reached the peak in oil
production: we simply cannot economically extract more oil than we are already
doing. This implies that the decision to, say, use this plastic cup will not result in an
increase in the production of oil, as this is already at its maximum. What happens
instead may be that the price of oil will go up due to the increase in demand (which
in this example is going to be extremely small due to the small amount of oil needed
to produce the cup. However, here it is the principle that is of interest). The increase
in price may cause other users of oil to reduce their use, or find a substitute for their
use of oil. In this example we will assume that some oil users will find natural gas a
suitable substitute and these users will therefore increase their demand for natural
gas to compensate for the decreased availability of oil. This implies that, given
these assumptions, an increase in the demand for oil created from the increase in
demand for plastic cups will not result in an increase in the production of oil, but
rather in the production of natural gas. The consequential LCI will therefore not
include an extraction of oil, but rather an increased extraction of natural gas. This
line of thinking obviously does not only relate to the oil used in the production of
the plastic, but to all the inputs used when the plastic cup is produced.

Another very important difference between the attributional and consequential
LCI is that in an attributional LCI the normal procedure is to assume that the
electricity consumed in the production of the plastic cup is produced by all the
suppliers on the market, depending on their market share. In a consequential LCI,
this is different: If we increase the demand for electricity in the market, it is most
likely that not all the suppliers are going to increase their production to meet the
increase in demand. The reason is that the most cost-efficient producers will already
produce at full capacity. This is for example going to be the case for nuclear power
plants. This means that if we increase the demand for electricity, we will not
influence the extent of the production from the nuclear power plants. Rather, we
will influence other types of power plants, for example natural gas power plants,
which are more expensive to operate (per kWh), and which will therefore only
produce during peak load situations (when electricity prices are higher). The same
thinking is applied when studying the effect of increasing or decreasing demands
for other products than electricity. Rather than including an average of the pro-
ducers in the market in the LCI, as is done in the attributional LCI, it is the
‘marginal’ producers, which are included in the consequential LCI. A marginal
producer is a producer who will change its supply due to small changes in demand.

A final important difference between the attributional and consequential LCI lies
in the handling of multifunctional processes (see Sect. 8.5.2). In a consequential
LCI, the multi-output processes are always handled by system expansion (if sub-
division is not possible).

Based on the outline above, there are generally three different tasks in a con-
sequential LCI:
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1. To identify whether an increase or decrease in demand for a product will
actually lead to corresponding increases or decreases in supply for that product.
As illustrated with the oil and gas example above, this is not necessarily the
case.

2. To identify which production technology will be affected by the change in
supply of products. This is most likely not going to be an average of the
production technologies on the market, but rather one or a few operating on the
margin.

3. To identify which product substitutes which. This is relevant when changing
demands for a product whose production is constrained, such as oil in the
example above. It is also relevant for the handling of multi-output processes,
where it involves identifying the product that will be affected (substitute or be
substituted) by a co-product from a multi-output process.

From the discussion above, it can be seen that if we want to perform an attri-
butional LCI, we can do so simply on the basis of knowledge about the product and
the parts that it includes: we need to know about how plastic cups are made, used
and discarded. However, if we want to perform a consequential LCI, besides the
technical knowledge about how the plastic cup is produced, used and discarded, we
also need knowledge about how the market reacts to an increase (or decrease) in
demand and supply.

As can be imagined, answering how the market reacts is easier said than done.
What will actually happen if I increase the demand for this or that? Modelling the
reactions of the market is a very complex task—just ask any stockbroker! Outlining
what will happen is therefore necessarily somewhat uncertain, especially if the
assessment addresses decisions in the more distant future. However, to ease the
answering of these questions we will in this chapter outline a range of ‘rules of
thumb’ developed for identifying the processes that are likely to change due to a
decision.

As outlined above, the goal of the consequential LCA is to answer questions of
the type: “What are the environmental consequences if ...?”". As the environmental
consequences that are considered arise from changes in production of products, this
overall question answered in the consequential LCA can basically be translated to
“What changes in the production of goods if we demand/supply more/less of X(, Y,
Z, ...)?". We continue asking this question until we have covered all induced
changes. For example, in the case where we want to assess what happens if we use a
plastic cup, we basically want to increase the demand for plastic cups. We therefore
start by asking: “What will happen if I increase the demand for plastic cups?” If
what happens most likely turns out to be that additional cups will be produced, then
the follow-up question will be: “What will happen if we produce additional plastic
cups?” The overall approach of identifying processes to include in a consequential
modelling of the product system is to repeatedly ask this question for each step
upstream and downstream from the reference flow (see Sect. 9.2.1) until all changes
have been covered.
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We recommend solving this task by following a 4-step procedure shown in
Fig. 9.3. Depending on the concrete case, one or more steps can be skipped (as will
be explained below).

Step 1: Change in demand or supply?

When performing a consequential LCI, full elasticity of supply is generally
assumed. This implies that a change in demand for some function will lead to a
change in supply of products that can fulfil this demand, but that change in supply,
will not lead to a change in demand. There will therefore be a difference between
the market effects of changing demand and changing supply, as will be visible in
the steps below.

First step in the procedure is therefore to consider whether the question at hand
addresses a change in demand or supply; e.g. are we assessing the question: “What
happens if I demand more/less of X?” or the question “What happens if I supply
more/less of Y?” Note that handling a co-product from a multi-output process in the
studied life cycle relates to changes in supply of this co-product, and therefore is
related to the latter type of question.

If the assessed decision relates to changes in demand, go to Step 2. If it relates to
changes in supply, go to Step 3.
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Step 2: Identify constraints in the market

If we increase (or decrease) our demand for X, the market will, according to
standard economic theory, respond by increasing (or decreasing) the supply of X. In
many cases, at least on a short term, there will not be a one-to-one relationship
between increases in demand and supply. The reason is that an increase in demand
will often result in an increase in price, implying that some users may stop using the
product and potentially find a cheaper substitute product. Hereby, the supply and
demand will reach a new steady state, which will often not entirely correspond to
the initial demand plus the increase. Despite that these thoughts about price elas-
ticity have been introduced in LCA literature, for simplicity, the default assumption
here will be that the increase (or decrease) in demand will spur an equally large
increase (or decrease) in supply, which is also the most common assumption in
consequential LCL

However, in many cases markets face various constraints and other market
imperfections. An increase (or decrease) in demand will therefore not always lead to
an increase (or decrease) in supply. Market limitations may be of a legal, eco-
nomical, technical or physical nature. For example, straw used for co-firing in
power plants is, due to the transport cost to value ratio, not transported far from the
production site. Moreover, as there is limited production capacity of straw in a
given area, an increase in demand within this area will in many cases not result in
an increase in supply. Another example may be the demand for recycled metals,
which are often constrained by the amount of waste input to recycling processes, in
which case an increase in demand will not result in an increase in supply of recycled
metals. Other constraints may be due to legally set boundaries for how much of a
certain good may be produced. If the production already fills the boundaries, a small
increase or decrease in demand will also not have any effect on supply.

There are thus a number of situations where the default assumption—that an
increase or decrease in demand results in an increase or decrease in supply—may
not hold true. In these situations, the market is constrained, and a central task will
be to identify how existing or potential users will handle the increase or decrease in
demand. In the example above with an increased demand for recycled metal, a
reasonable assumption may be that existing users of the recycled metal will use
virgin metal instead. In other words, an increase in the demand for a product already
produced at maximum will not lead to an increase in supply, but more likely make
existing users find a substitute. A guideline for identification of which products can
substitute which is provided under Step 3.

The assessed decision may also lead to a decrease in the demand for a product,
which is only produced to a certain amount. If this product is already fully utilised,
a reasonable assumption may be that a decrease in demand for the product in
question will not lead to a decrease in the supply of this product, as other users will
use up the freed supply. In the metal example above, this could imply that the freed
supply of recycled metal will be used up by a user of virgin metal, in total lowering
the demand of virgin metal, while keeping the utilisation of recycled metal at the
same level.
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It may also happen that the freed supply resulting from a decreased demand does
not lead other users to utilise the product. If this is the case, it can be assumed that
less will be produced of the product, or if the product is a co-product of another and
more valuable product, and its production therefore bound, it may end up as waste,
implying that a decrease in the demand for the product will simply imply more
waste.

It may seem an enormous task to try to identify whether all the commodities
included in the life cycle are constrained in their production. However, in practice
the assumption will often be that a product is constrained if:

e It is a co-product from a process that has another more valuable product, as it
will never be the less valuable product that will control the overall output of the
production (e.g. waste from a slaughterhouse that may be utilised for biodiesel
production is constrained by the amount of meat produced).

e Its production is limited by regulation (e.g. regulation may set a limit for the
overall annual catch of commercial fish species).

e Its production is limited physically (for example the production of wood on an
island is restricted by e.g. forest area and a high cost of transportation may mean
that import is not an economic option).

Identifying whether a commodity is produced as a less valuable by-product will
often be quite easy, but the identification of both regulatory and physical constraints
may be more difficult. It will in many cases require knowledge about the specific
market in which the change in demand is made, which will often require advice
from experts. Furthermore, one must know whether the production capacity for the
product, for which demand is changed, is already filly utilised. Figure 9.4 presents a
decision tree for dealing with potential market constraints.

In case of unconstrained markets, go directly to Step 4. Constrained markets
must in some cases (see Fig. 9.4) be studied in Step 3 first to identify what other
users prefer as a substitute (in the case of increased demand) or which substitute
other users stop using (in the case of decreased demand).

Step 3: Product substitution

As noted in Step 1 it is commonly assumed in consequential LCA that supply
follows demand. This implies that if we change supply, we will not change the
demand but rather affect the competition between suppliers to cover the demand.
For example, if we reduce the supply of crude oil on the market, it is assumed that
the crude oil users will attempt to find a substitute for the crude oil, creating a
demand for other products satisfying the same service as offered by the crude oil.
The demand for the service that the crude oil is providing is thereby assumed to be
constant, but there is a change in the way the demand is met.

Following this assumption about demand driven consumption, changes in how
the demand is met may arise if the supply of a product is changed, or if we change
demand for a product whose production is constrained (as explained in Step 2).
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Fig. 9.4 How to identify constrained production and how to handle it

In each of these cases, we need to identify the substitutions that occur in the
market, like in the above example where gas substitutes oil. The question that we
will address in this step of the consequential LCI is: “How do we identify which

product substitutes which?”
In order to identify which products can substitute which, there are two aspects

that we have to consider:

e The products must deliver the same service(s) for the product user.
e The product working as a substitute has to be available.

Below we will address each of these two issues.

Identifying a satisfying substitute for the product user

A product may provide different services for different users, implying that one
product may be a fully satisfying substitute for one user, but completely useless for
another. Thus, to identify which product can substitute which, we first need to
identify the product user who is likely to find a substitute due to an increase in
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demand or decrease in supply or who decides to use the product instead of a
substitute due to a decrease in demand or increase in supply, i.e. the marginal user.
However, in reality, identifying the marginal user may be very difficult. Therefore,
if a market analysis shows that the product is used in significant amounts for several
different purposes, it is advised to make different scenarios for each of these
potential substitutions. This can feed into sensitivity and uncertainty analysis of an
LCA (see Sect. 9.6 and Chap. 11). In this case, this step should be followed for
each of the scenarios.

Having identified the marginal product users and what they use the product for,
the next step is to identify what can be used as a substitute for the product by the
different marginal users.

Identifying what will be a satisfying substitute for a specific user will in most
cases require a large amount of background information about the market where the
substitution will take place, and hence involve some elements of uncertainty.
However, for a product to work as a substitute, it needs to fulfil the same functions
for the user. As outlined in Weidema (2003), these may relate to:

Functionality, related to the main function of the product

Technical quality, such as stability, durability, ease of maintenance
Costs related to purchase, use and disposal

Additional services rendered during use and disposal

Aesthetics, such as appearance and design

Image (of the product or the producer)

Specific health and environmental properties, for example non-toxicity.

Apart from the basic functionality of the product, which can be seen as an
obligatory property of the product (see Chap. 8), the importance of these properties
will to a large extent depend on the product user. If the product user is a company
using the product in its production, the functionality and technical quality will
normally be the most important, for some companies accompanied by health and
environmental issues. For consumers, on the other hand, issues like aesthetics and
image may have a high priority.

It should be noted that there may be not one but several products that work as a
substitute for a product. If it is possible to identify the distribution between the
alternative product substitutes, the consequential LCI should be based on this. If
this is not possible, it may be necessary to develop several scenarios for each of the
likely substitutes.

Product availability

Ensuring that the substitute has the necessary functionality, however, is not
enough. The substitute also has to be available. A substitute is unavailable if
constrained and already used to the extent that the constraint allows. To identify
whether the substitute is available, we need to perform parts of Step 2 (included in
the decision tree below), which also had as a goal to identify the availability of a
product. As the discussion of how to perform this identification is going to be the
same as under Step 2, the reader is referred to this section for further explanation.
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Figure 9.5 presents a decision tree for identifying product substitutes.

As an additional consideration, it should be noted that in some cases one product
will not substitute another directly. For example, the production of biodiesel leads
to the co-production of glycerol which contains salts and other impurities. Before it
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Fig. 9.5 Procedure for identifying possible substitutions of products as consequence of changes
in supply or demand



134 A. Bjorn et al.

can be sold on the glycerol market, it therefore needs to be distilled. In this case,
and in others where additional treatment is needed for the product to be considered
as a substitute, these additional treatments need to be included in the LCI. Also, it
should be noted that in some cases a product substitution may create a cascading
substitution effect (not captured by Fig. 9.5 for simplicity). E.g. if a decrease in
demand for product A leads to other users using product A instead of B (substi-
tutes), which is a waste product that is fully used (nothing goes directly to waste
management), this can lead to other users using product B instead of C (substitutes),
and so on and so forth.

Step 4: Identify production technology affected by change in demand

If the product for which the demand is changed is not limited in supply, it will
normally be assumed in a consequential LCI that supply follows demand in a
one-to-one relationship. The question is, however, which production technology
will be affected by the change in demand. Identifying this technology is the purpose
of this step.

In many cases, similar products can be produced with very different environ-
mental impacts. Just think of electricity that may be produced from wind turbines or
coal fired power plants. It is therefore in many cases important to identify not only
that the production of a certain product will change as a result of the assessed
decision, but also to identify as accurately as possible which supplier, and hereby
which production technology will be affected by the change in demand.

For doing so, three issues need consideration: The size of the change in demand
created by the decision, the trend in the market and whether the assessed decision
leads to an increase or a decrease in demand. These issues will be discussed below.

Size of change

When identifying which technology will be affected by the change in demand, it
is important to distinguish two different perspectives: The immediate production
perspective and the perspective relating to changes in production technologies in
the market. Consider the following example of electricity generation: Some tech-
nologies cost more to run than others. The production of electricity from gas
turbines is, for example, often more expensive than electricity produced from coal.
This implies that only coal power will be used, when the capacity of the installed
coal power plants is sufficient to cover the demand. However, when the demand
increases above what can be supplied by the coal power plants, gas power plants
will start to produce. From an immediate production perspective, the concrete
technology that will supply the demand will depend on the cost efficiency of the
production technologies with available production capacity—the least cost efficient
will be only be used to supply peak load.

However, this is only the immediate consequence of the decision. If the elec-
tricity consumption in the given market in general is increasing or stable, a decision
leading to an increase in demand will push for an increase in the installed power
production capacity. In other words, the decision will have an effect on installed
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capacity. Assume now that the planned implementations of power plants in the
market are wind turbines. The long-term effects of increasing the demand will then
be a corresponding increased implementation of wind turbines.

The difference between the immediately affected production technology, known
as the ‘short-term marginal’ and the effect on the installed production technology,
known as the ‘long-term marginal’ may be very large—in the example above, the
difference was between coal and gas power and wind. It can therefore be a very
important decision for the results of the LCA whether the short or long-term
marginal is used in the LCI. The general rule has been to use the long-term marginal
when the assessed decision is creating large changes in demand, and use short-term
marginal when the assessed decision creates small changes in demand. A change in
demand is in this context considered small, if it is smaller than the average per-
centage of annual replacement of capacity (often around 5%, see below). The
argument is that these small changes will be part of the general trend in the market
and therefore be handled by the trend in the market. The signal they send is
therefore considered too small to overcome the threshold for a structural change in
production capacity. The difference in the size of changes assumed in the LCA is in
fact what makes Situation A and B studies different in the ILCD classification (see
Sect. 7.4).

Trend in the market

The electricity example above relates to the situation where the market trend
points towards a stable or increasing demand. However, if the market trend is
rapidly decreasing, the long-term marginal response to a decision that leads to an
increase in demand will not be an increase in the implementation of more wind
turbines but rather the continued use of coal or gas power plants that would
otherwise have been taken out of operation. In this market, the demand caused by
the assessed decision will thereby make the existing least competitive technology
stay longer on the market.

The distinction between whether the trend in a decreasing market is slowly
decreasing or rapidly decreasing depends on whether the decrease happens below or
above the average replacement rate for the production technology. For example, a
market trend would be characterised as rapidly decreasing if it decreases by 10%
per year, while the average replacement rate for the production technology is 5%.
Note that a replacement rate of 5% means that production plants are designed to
operate for 20 years, which is quite common, depending on the technologies
involved. The reason for making this distinction in market trends is that for
increasing, stable or slowly decreasing market trends there is a need for imple-
mentation of new production technology, and changes in demand will therefore
affect this implementation rate. For rapidly decreasing market trends, however, the
decrease is faster than the decommissioning rate for the technology, implying that
production plants would be taken out of use before their design life time. In such
cases (small) changes in demand will not lead to changes in implementation of new
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technology (e.g. wind turbines), but merely to the changes in the speed of
decommissioning (e.g. coal or gas power plants).

Increase or decrease in demand

The electricity generation example above relates to the situation where the
assessed decision leads to an increase in demand, and the general trend in the
market is either on the increase or decrease. However, the assessed decision may
also lead to a decrease in demand. If the assessed decision leads to a large decrease
in demand in a market with an increasing market trend, the implementation of new
technologies will be postponed, implying that existing least cost effective tech-
nologies will continue to be used for a longer time.

As showed in the discussions above, there are three aspects that need to be
considered, and since each of them has two possible outcomes, there is a total of
eight possible combinations. Not all combinations were discussed above, but they
follow the same logic. Table 9.1 summarises the discussions above and gives an
outline of how to perform the identification of which technology is affected by a
change in demand for all eight combinations.

Table 9.1 Identification of the technology which will be affected by a change in demand (i.e. the
marginal technology)

Long-term marginal Short-term marginal

Increasing market trend:
Less cost-efficient technology will be

Decision leads
to increase in
demand

Increasing market trend:
Implementation of new production

technology is promoted—increase in
demand is supplied by the production
technology to be implemented in the
context

used to supply increase in demand—
increase in demand is supplied by
least cost effective technology
available on the market

Decision leads
to increase in
demand

Decreasing market trend:
Decommissioning of least
competitive technology is delayed.
Increase in demand is supplied by
least cost effective technology
available on the market

Decreasing market trend:

Less cost-efficient technology will be
used to supply increase in demand.
Increase in demand is supplied by
least cost effective technology
available on the market

Decision leads
to decrease in
demand

Increasing market trend:
Implementation of new production
technology is delayed. Decrease in
demand saves the supply from
production technology fo be
implemented in the context

Increasing market trend:

The least cost-efficient technology is
no longer needed because of reduced
demand. Decrease in demand saves
the supply from least cost effective
technology available on the market

Decision leads
to decrease in
demand

Decreasing market trend:
Decommissioning of least
competitive technology is promoted
—decrease in demand saves the
supply from least cost effective
technology available on the market

Decreasing market trend:

The least cost-efficient technology is
no longer needed because of reduced
demand—decrease in demand saves
the supply from least cost effective
technology available on the market

After identifying the production technology affected by the change in demand, go to Step 1 again
to address other changes created by the assessed decision, if all changes are not already

handled.
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The table shows that, depending on the combination of the three aspects, the
marginal technology can either be the least cost effective technology available on
the existing market (6 of the combinations) or the future production technology to
be implemented (2 of the combinations). In practice, the marginal technology,
especially long term, can be difficult to identify, and this is a potential source of
considerable uncertainty in the inventory analysis. The importance of this uncer-
tainty may be investigated by sensitivity scenarios for the different potential mar-
ginal technologies. Furthermore, it is possible to create a mix of potential marginal
processes, which means that the inventory data becomes a mix of data from the
different potential marginal processes, as demonstrated in Sect. 9.5. This approach
is used in the ecoinvent database in its version 3 (and higher).

Note that in the discussions above, we have mentioned ‘the market’ as one
entity. However, in reality, there may be many markets for one product, e.g. when
the product has high transportation costs compared to the value of the product. In
cases where there are many small markets for the same product, the market trend
has to be identified in the affected local market. For other products where the
transportation costs are lower, there may be only one global market. The spatial
nature of a market has to be established as a first task when identifying changes in

supply.
Secondary consequences and concluding remarks

In the presented 4-step guidance we have only addressed the rather ‘direct
consequences’ of increased or decreased demands and supplies. However, several
derived effects or secondary consequences of these direct consequences may be
found. Depending on the size of these consequences and the scope of the assess-
ment, these may be relevant to consider. Common for each of them is that they are
difficult to foresee and even more difficult to quantify. We therefore cannot
establish a general procedure for identifying and quantifying these, more than
stating that in-depth knowledge on the topic of concern in most cases will be
necessary. A few examples of the types of secondary consequences are given
below.

Additional or reduced production of a product may affect market prices for the
product hereby affecting the broader demand for the product. For example, if the
assessed decision will lead to the increase in the cost of, say, wheat, the behaviour
of other consumers may be to consume less wheat due to this increase. It may also
be that due to the increase in price, some consumers will begin to use, e.g. corn
instead of wheat, hereby increasing the demand for corn.

Changes in market prices may not only affect the consumers but also the producers.
In the example above, increases in wheat prices may cause producers to increase the
intensity of their production, typically done through increasing the fertiliser use, or
through increasing the agricultural area (for more discussions about secondary con-
sequences specifically related to biomaterial production, see Chap. 30). However, it
may also be imagined that the increase in price of wheat may cause producers to
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intensify research related to yield increase, potentially leading to, say, a decrease in
area/fertiliser/pesticide use per produced unit of wheat.

Other types of ‘secondary consequences’ related not to prices of products but to
the time consumption of products can also be imagined for some products. For
example, a washing machine may lead to significant time savings for the user. The
question is then what this time will be used for. In some cases, what is gained in
terms of time savings by various household appliances is to some extent used on
other ‘time-consuming’ household appliances, such as TV or videogames. When
assessing a washing machine, it may therefore in some cases make sense to include
an increase in power consumption from the TV set, or something similar.

As may be obvious from the example above, identifying the secondary conse-
quences will in many cases be very difficult and associated with considerable
uncertainties. Furthermore, these effects are typically far from linear and when
certain thresholds are passed a complete shift of parts of the market can be the
consequence (e.g. the point where the production cost of wind power makes it fully
competitive in certain market segments).

Whenever these effects are considered in an LCA, it will often be advisable to
make several different scenarios where various realistic possibilities are addressed
in order to assess the potential variability of the results (see Sect. 9.6).

However, despite the problems of identifying these secondary consequences, it
is evident that if the goal of the assessment is to get as complete an overview of the
consequences of a decision, none of these should be omitted a priori, but should be
included if at all considered to be practically possible and important for the outcome
of the study.

This concludes the introduction and guide to consequential LCA. Readers are
invited to consult the Appendix for an example of how to use the 4-step guideline in
a case study of the consequences of increasing the supply of biodiesel from poultry
fat. As we hope to have demonstrated, consequential LCA is conceptually
appealing because it aims to address the consequences of a potential decision. After
all, why bother making an LCA study (or paying for one) if its outcomes are not
expected to have a consequence on the physical world? We also hope to have
demonstrated that the answers to the many questions that need to be addressed
throughout the 4-step guide are often associated with large uncertainties. Even
advanced economic models generally do a poor job at predicting concrete conse-
quences in markets following some sort of perturbation (consider how global
financial crises tend to take also financial analysts by surprise) and simplifying
assumptions have to be applied. These uncertainties are one reason why many LCA
practitioners prefer an attributional approach. Its use of average process data and
frequent use of allocation is theoretically difficult to defend when the goal of an
LCA study is to support decisions (i.e. study the consequence of decisions), which
is the case for Situation A and B studies in the terminology of ILCD (see Sect. 7.4).
Yet, attributional LCA does not suffer from uncertainties related to economic
modelling and is preferred by some LCA practitioners for this reason and con-
sidered to be ‘on average more correct than consequential LCA’. This is also part of
the reason why ILCD recommends an attributional approach even for goal situation
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A where the LCA supports a decision but the scale is small and market elasticities
make identification of the marginal product or technology uncertain in many cases.

9.3 Planning and Collection of Data

Based on the scope definition and the processes identified to belong within the
system boundaries, the collection of data for these processes has to be planned and
carried out. The planning has the purpose of balancing the effort of data collection
by the relevance of the respective data and information. This is essential in order to
avoid wasting time on collecting high-quality data that have a low relevance for the
LCA results and/or spend too little time on collecting high-quality data where it is
highly relevant for the results. Planning and collection of data are iterative pro-
cesses, which is why they are addressed together in this section. These processes are
an integrated part of the iterative approach to LCA that also involves the calculation
of LCIA results. For example, the first iteration of LCIA results may guide the
practitioner about which data are particularly relevant to focus on in a second
iteration.

As starting point for data collection, we encourage practitioners to create a table
that outlines a plan for the data collection for each process or single data point, see
template in Table 9.2 (elements of the table are explained below). Note that the data
eventually collected by the practitioner will often diverge from the initial plan due
to unforeseen limitations and results of early iterations of LCIA phase that may lead
to changes in the data specificity that the practitioner aims at for each individual
process or single data point. The table can therefore be adapted accordingly at each
iteration and be used in its final version (i.e. final iteration of the study) to document
the metadata behind the LCI data (see Sect. 9.7).

The initial planning should be based on the requirements to data representa-
tiveness from the scope definition, as well as on the efforts that are expected in order

Table 9.2 Template for planning and collection of data

Process or | Specificity Type Source Access

single Very |High | Medium |Low | Very

data point | pioh low

X X Concentration | Process Questionnaire
engineer

Y X Kg/year Academic | Online search
paper

V4 X Unit process | ecoinvent | Database

search

The structure of the table can follow life cycle stages of the product. Based on Wenzel et al. (1997)
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to obtain data of a given quality. Data quality is here classified into one of five
categories of data specificity shown in Table 9.3.

The efforts required to obtain data of a given quality can be estimated for each
data point (e.g. a flow quantity) by considering three additional dimensions of the
data in Table 9.2: data type, data source and data access. Examples are given for
each of these in Table 9.4. The following sub-sections are structured according to
the collection of data for each of the five data specificity levels and address chal-
lenges that the LCA practitioner commonly faces for each of the three dimensions
of Table 9.4.

Table 9.3 Classification of data specificity (inspired by Wenzel et al. 1997)

Data Explanation
specificity
Very high Measured directly at specific process site or scaled from measurement
High Derived from measurements at specific process site via modelling
Medium LCI database process or data from literature specific to actual process, e.g.
according to best available technology standard or country average. Specificity
may be improved by modifying a process with site-specific data
Low Generic LCI database process or data from literature, e.g. covering a mix of
technologies in a country or region
Very low Judgement by expert or LCA practitioner
Table 9.4 Three dimensions influencing the effort required to obtain data
Examples and notes
Data Complete unit process Includes all flows scaled to 1 unit of reference
type flow for process
Individual flow to/from process per | X kg/year, covers elementary flows and other
unit of time flow types
Technical or geographic parameters | Process pressure, temperature, soil pH,
precipitation
Concentrations X g/m3 flue gas or waste water to treatment
Quantities of products bought per X kg steel of specified grade (i.e. material flow to
year process)
Use characteristics Temperature of clothes washing, driving pattern
of car
Sector statistics Sector-average data
Economy-wide statistics Infrastructure data, trade data
Data Experts internal to commissioner
source

Process engineers

Flow data on internal processes

Purchasing department

Supplier data

Research and development or design

Data on product concepts, not yet marketed

Experts external to commissioner

Researchers

Expert in relevant technological domain

(continued)
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Table 9.4 (continued)
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Examples and notes

Consultants

Person having long experience with conducting
similar studies

Industry representatives

Person with broad overview of relevant industry

Public

Other LCA studies

Academic literature, reports commissioned by
companies

LCI databases

ecoinvent, LCAfood

LCI models

PestLCI

Company CSR reports

Mentioning of key environmental figures

Industry association reports and
databases

Volumes produced, average elementary flows

Legal documents

Details on best available technologies, regulatory
thresholds

National or supranational statistical
agencies

Mixes of waste treatment, transport, energy, etc.

Consumer organisations

Average life time of products

Data Online search

Google, databases, websites

access Questionnaire

Employees at commissioning company or
suppliers

Direct dialogue

Physical visits to site, email or telephone contact

First-hand gathering by LCA

Measurements at site with own equipment

practitioner

The points listed under each dimension are illustrative and not exhaustive

9.3.1 Very High and High Data Specificity

The data type to be prioritised is always complete unit processes, because these
form the basis of the LCI results. However, for very high and high data specificity,
complete site-specific unit processes often do not exist and therefore must be
constructed by the practitioner from single data points.

For very high specificity, these data points are directly measured input and
output flows, i.e. elementary flows from/to the ecosphere and other flows from/to
other processes in the technosphere. Ideally, elementary flow data should be
gathered in the physical unit matching the characterisation factors to be applied in
LCIA (usually ‘kg’) per specific reference flow of the unit process (usually the
primary product output). For a CO, emission (i.e. elementary flow) from an elec-
tricity generation process, this would mean an amount of kg CO, per kWh elec-
tricity produced. Often, a directly measured flow will not be available in this form,
but rather as a quantity per unit of time (e.g. kg per year). In this case, the flow
needs to be scaled to one unit of reference flow. Figure 9.6 shows an example of
how to do this in practice.
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Emission of NOx:
500kg/year

Material X:
1500kg/year

Product Y:

Process 1000kg/year

Emission of NOx:
0.5kg

Material X:
1.5kg

Product Y:

1k
Process 9

Fig. 9.6 Example of the scaling of three annual flows to one unit (kg) of reference flow (product Y)

Often, a company will not possess all the relevant data required for a unit
process, due to the cost of systematically measuring all inputs and outputs. When
direct site measurements of flows are not available, the flows can be modelled from
other site-specific data, in which case the data quality is high, as opposed to very
high. Such other site-specific data can be the concentration of pollutants in effluents
(typically wastewater or flue gas). Figure 9.7 shows an example of how to calculate
copper emissions to untreated wastewater from the concentration of copper in the
wastewater.

Another approach is to calculate output flows from site-specific measurements of
input flows using a mass balance. Since unit processes, in general, do not gain or
loose mass (or energy) over time, the mass of inputs should equal the mass of
outputs. So, if a company consumes 10 m® of natural gas per year, the CO,
emissions can be estimated from the mass of natural gas (calculated using its
density) and the stoichiometry of the combustion reaction (natural gas is mainly
composed of methane, CH,). A mass balance approach can also be applied to
modelling at the level of elements. If for example, a company consumes 950 g
copper per unit of reference flow, but one unit of reference flow only contains 928 g
copper, then the remaining 22 g per unit of reference flow must leave the process as
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Emission of copper:

0.1mg/L
N Product Y:
.......... 2000kg/year
__________ Process Wastewater:
1000m3/year
J

Convert the concentration unit to “kg/m3” and multiply it with
the wastewater flow: 0.0001kg/m3*1000m3/year = 0.1kg/year.

Emission of copper:
0.1kg/year

Product Y:

2000kg/year
---------- Process gy >

Emission of copper:
5*10-°kg

Product Y:

1k
---------- Process 9 >

Fig. 9.7 Example of the calculation of an emission per reference flow (1 kg of product Y) from a
wastewater concentration. Dotted arrows indicate input flows not considered in the example
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a waste flow to treatment or as an emission. In many cases, a simple
back-of-the-envelope mass balance calculation will not suffice, because the rela-
tionship between input and output flows is complicated and dependent on many
parameters, and it is more appropriate to apply dedicated LCI models. For example,
the LCI model PestLCI (Birkved and Hauschild 2006) calculates emissions of
pesticides from field applications via different routes (e.g. evaporation, air drift,
emissions through drainage pipes and groundwater leaching) based on the appli-
cation of a specific pesticide to the field, its physical and chemical properties, and a
large number of context-specific parameters, such as crop type, time of application,
soil pH and slope. Note that the data specificity obtained from LCI models can only
be characterised as high if all inputs and parameters are in fact site-specific (and
when relevant, time-specific). If this is not the case, the data specificity is lower.

High and very high specificity data (e.g. on elementary flows such as CO,
emissions and freshwater use) are sometimes available in reports, e.g. ‘green
accounts’ or CSR reports, published by the company operating the process of
interest, but often the source of such data is employees working with or operating
the process. These may be process engineers monitoring flow data as part of their
daily routine, or they may work in the purchasing department and thereby have
knowledge about the amounts of input flows (materials and energy) purchased and
the identify of suppliers. The latter may be used to contact suppliers for data specific
to processes at their sites and the procedure can, in principle, be repeated several
times to obtain company internal data further upstream in the foreground system.

Company internal data may be accessed by asking the employees to fill out
questionnaires combined with a physical visit to the site, email or telephone contact.
This way of obtaining data can be straightforward or require lots of effort depending
on the willingness of the employees possessing the data to share them in a relevant
format. From our experience, this willingness is generally higher when the com-
missioner of a study is part of the same company and department as the employee
holding the data or if the LCA study has been given attention by the management
level in a company. It should be noted that company internal data are sometimes
confidential. In some cases, they are not possible to obtain, but in other cases the
confidentiality issues may be handled by the LCA practitioner signing a
non-disclosure agreement and reporting any confidential data of importance to the
study in a special appendix to the report that is only accessible to a selected group
of people (typically including members of a peer review panel if the study is peer
reviewed).

9.3.2 Medium and Low Specificity Data

For reasons given above it is in practice rarely feasible (nor necessary) to obtain all
foreground system data from site measurements, i.e. with high or very high
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specificity. A large part of the data collection therefore usually takes place online by
searching, identifying and accessing publicly available sources, such as other LCA
studies, industry association reports and national statistics. It is also possible to
identify, via online searching, data for a process that is very similar to the actual
process to be modelled, either because the reference flow of the processes is the
same (e.g. the incineration of polypropylene) or similar (e.g. the incineration of
polypropylene versus polyethylene). The strategy of extrapolation from data for
similar processes is especially useful to ‘fill out gaps’ in a preliminary unit process,
but the LCA practitioner must carefully check the representativeness of the process
used for extrapolation. For example, if the initial data collection effort has led to a
handful of high or very high specificity emission data, but no resource inputs for a
process, the remaining flows may be quantified by extrapolation from a similar
process. Such similar process can be sourced from scientific papers or other
sources, which can document sufficient representativeness (technology, geography,
time) and disclose sufficient data to check the agreement with the existing handful
of high specificity emission data for the original unit process. A special case of
extrapolation is for novel technologies that may not yet operate at industrial scale
anywhere at the point in time where the study is to be conducted. Here, an obvious
source of extrapolation is laboratory scale processes. It is, however, important to
consider how the relationships between the flows of a process changes from lab-
oratory to industrial scale. Often the technology of the process will change, not just
in size, at the upscaling from lab scale to commercial scale, and this typically leads
to increased efficiency (e.g. less input per reference flow output) and changes in the
quality of flows.

The effort required to access data via online searching depends on the expertise
of the practitioner (e.g. familiarity with the terminology of the concerned technical
domain) and on how well-studied the phenomena behind the data is. For example,
there is generally more publically available data on greenhouse gas emissions than
on emissions of synthetic chemicals used for very specific industrial purposes and
produced in low volumes. The effort also depends on the number of data points that
can be accessed from each source. A unit process is often composed of more than
100 flows (the majority often being elementary flows). Some sources, such as LCI
databases, contain data for all flows making up a unit process, while other sources,
e.g. statistical agencies, may only cover a few elementary flows.

LCI databases are used to source data for the background system and for the
parts of the foreground system where more specific data can or will not be obtained.
Table 9.5 presents a non-exhaustive list of LCI databases.
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Table 9.5 List of process-based LCI databases (not exhaustive)

Name

Description

References

ecoinvent

Swiss database that contains
approximately 12,500 processes
(version 3) organised under different
themes like transport, energy, material
production, agriculture, etc. All
processes are available as unit- and
system-processes and all processes are
documented in detail. Updated regularly

ecoinvent; www.ecoinvent.org

ELCD

Database of the JRC of the European
Commission, contains more than 300
datasets on energy, material production,
disposal and transport

Joint Research Centre of the European
Commission; eplca.jrc.ec.europa.eu/
ELCD3/index.xhtml

Agri-footprint

A comprehensive LCI database of feed,
food and biomass, containing around
3500 products and processes

Blonk Consultants; www.agri-footprint.
com

LCA Food Danish database containing more than 2.-0 LCA Consultants and Aarhus
600 data sets on basic food products and | University; www.lcafood.dk
related processes from agriculture,
aquaculture, fishery, industry, wholesale
and supermarket, including waste
treatment processes
Swedish Contains more than 500 Competence Centre for Environmental
National LCA | well-documented LCI data sets in Assessment of Product and Material
database SPINE format for a wide range of Systems of Chalmers University of
industrial processes and household Technology; cpmdatabase.cpm.
goods and services chalmers.se
GaBi Separate databases mainly based on GaBi; www.gabi-software.com/
databases primary data collection. Cover sectors international/databases/gabi-databases/

from agriculture to electronics and
automotive industries, textiles and retail,
through to services. Contains more than
10,000 Life Cycle Inventory profiles

LC-inventories

Over 1000 process data sets, which are
corrections, updates or extensions of
ecoinvent v2.2 database, created by
ESU-Services and other authors

The Swiss Federal Office for the
Environment and ESU-services; www.
Ic-inventories.ch

NEEDS Database designed for long-term Members of a European research
environmental assessment. Contains project; www.needs-project.org/
around 800 processes of future energy | needswebdb/index.php
supply systems, future material supply,
and future transport services
NREL US-American database with around 300 | National Renewable Energy Laboratory;
datasets related to the production of www.nrel.gov/Ici
materials, components, or assembly in
the U.S.
ProBas Comprises more than 8000 datasets on | German Federal Environmental Agency;

energy, material production, transport
and disposal, different data sources and

www.probas.umweltbundesamt.de/php/
index.php

(continued)
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Table 9.5 (continued)

Name Description References

data quality. Focuses on processes
within Germany

LCA More than 18,000 datasets for U.S. USDA; www.lcacommons.gov

Commons agriculture production and agriculturally
derived products

Okobaudat German database with around 950 Federal Ministry for the Environment,
environmental product declaration Nature Conservation, Building and
datasets for building materials, building | Nuclear Safety; http://www.oekobaudat.
processes and transport processes de/en.html

While a number of LCI databases are available and some of them contain
high-quality data for specific technologies or industries as shown in Table 9.5, the
most comprehensive, and probably most widely used, database is ecoinvent and in the
following section we there focus on this database and encourage the reader to look for
similar information about other databases using the references given in Table 9.5 as
relevant. ecoinvent version 3 contains approximately 12,500 unit processes and each
process exists in an ‘allocation, default’ (or APOS: allocation at the point of substi-
tution), an ‘allocation, recycled content’ (or ‘cut-off’) and a ‘consequential’ version.
The ‘allocation, default’ version uses price as allocation key as a rule, except for a few
processes, where representative physical parameters are used (such as for processes
involving co-production of electricity and heat) where markets are judged distorted
by, e.g., regulation, and also corrects for fluctuating prices by applying three-year,
historical average prices for some processes (Weidema et al. 2013). The cut-off ver-
sion is identical to the default allocation version, except for the handling of recyclable
materials that are cut-off before being sent to recycling. This means that recyclable
materials do not bring any benefits to the primary user of the materials and are
considered available ‘burden-free’ to recycling processes, and that the impacts
attributed to secondary recycled materials are only those of the recycling processes
and the associated transportation. By contrast, in the default allocation version sec-
ondary recycled materials are also allocated a share of the material’s previous life
cycle impacts (based on economic allocation). The existence of the two allocation
approaches for recyclable materials in ecoinvent (‘default’ and ‘cut-oft”) reflects the
fact that there is little consensus on how to perform such allocation in the most
reasonable way. The cut-off allocation is the recommended approach in the European
Product Environmental Footprint guideline (EC-JRC 2012).

The consequential version of ecoinvent uses the long-term marginal technology,
which is identified by considering whether a market is increasing (or stable, or
slowly decreasing) or rapidly decreasing, in line with Table 9.1. The ecoinvent
centre advocates the use of the consequential version of the database not only for
large-scale decisions (studied in Situation B studies, according to ILCD), but also
for small-scale decisions, which are by definition too small to cause structural
changes outside the foreground system, i.e. too small to lead to new equipment
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being installed (increase in production capacity) or existing equipment being pre-
maturely taken out of use (decrease in production capacity). Yet the ecoinvent
centre argues that the consequential version of the database (which is based on the
long-term marginal technology) is “applicable to study the effect of small,
short-term decisions, since each individual short-term decision contributes to the
accumulated trend in the market volume, which is the basis for decisions on capital
investment” (Weidema et al. 2013). In relation to the ILCD-defined decision
context situations, the ecoinvent 3 database can, strictly speaking, only be used to
model consistently the parts of Situation B studies involving structural changes
(using the consequential database) and Situation C2 studies (using the allocation
default or cut-off database). However, as noted in Sect. 9.2.2, economic allocation
is often the only practical solution to multifunctionality, irrespective of decision
context. We therefore advise that one of the two allocation versions of ecoinvent is
used for Situation A, B (only non-structural changes), C1 and C2. However, the
LCA practitioner should check for any multifunctional processes that have high
contributions to early iteration LCA results and, where appropriate and technically
feasible, manually change the multifunctionality solution in accordance with the
scope definition of the study to test its influence on LCA results.

Whenever data is sourced by online searches or LCI databases it is important to
pay attention to the available metadata describing the characteristics and conditions
of the process to evaluate how representative the data is for the actual data needed.
Metadata usually specifies the exact technology (or mix of technologies, in the case
of average or generic data) involved in a process, the location (e.g. country) of the
unit process, the time during which the data applies and relevant operating con-
ditions (e.g. climate). The metadata allows distinguishing between medium and low
data specificity (see Table 9.4). Relevant metadata for foreground processes should
be reported by the LCA practitioner (see Sect. 9.7) and furthermore considered in
the later sensitivity analysis and uncertainty management (see Sect. 9.6).

When using a unit process from an LCI database in the foreground system it is
preferable to adapt it to make it more representative of the actual process to be
modelled to the extent that this is possible (see Sect. 8.7). One improvement of the
representativeness that is usually possible is to manually change the electricity grid
mix that fuels the process to a mix that matches the geographical and temporal
scope of the study. Note that such adaptation is not possible if a unit process is
‘aggregated’, meaning that the elementary flows of all processes upstream and
downstream have been aggregated, so the reference flow is the only output of the
aggregated process (or input, in the case of waste treatment processes) apart from
the elementary flows.

Aggregated unit processes are often preferred for constructing the background
system because the LCA practitioner only needs to include the aggregated pro-
cesses that link to the foreground processes of an LCI model.
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9.3.3 Very Low Specificity Data

If efforts to obtain data have been fruitless, one may rely on expert judgement.
People may qualify as experts if they are knowledgeable in the technical domain
relevant for the data (e.g. plastic moulding) or if they have conducted similar LCA
studies themselves in the past. If no expert is available, a last resort is to use a
‘reasonable worst case’ for the calculation of the first iteration of LCA results.
A reasonable worst case value may be derived from knowledge of similar or related
processes or from correlation or calculation from other flows of the process or other
processes. The results will then show if the data is potentially important or negli-
gible (judging against the cut-off criteria identified in the scope definition). In the
first case, the practitioner may try again to obtain data of better quality or address
the issue in the interpretation of results. In the latter case, the reasonable worst case
data may either be kept in the model or removed. Whatever option is chosen it
should be reported (see Sect. 9.7) for the sake of other LCA practitioners wanting to
use (parts of) the inventory model in future LCA studies.

9.4 Constructing and Quality Checking Unit Processes

The data that is collected should represent full operation cycle of the process,
including preparatory activities like heating, calibration (with potential loss of
materials and products as scrap), operation, idling, cleaning and maintenance. It
should also take into account typical scrap rates during operation. This means that
the data collection should be based on a longer period of operation, ideally covering
several production cycles, perhaps one year’s production. Sometimes also the
impacts from the manufacturing and end-of-life stage of the production equipment
are important and then they should also be included in the data collection. When the
data has been collected, it is time to construct unit processes. As mentioned, the
type of data collected can vary (see Table 9.3) and it is important to ensure that all
the data has the right format for a unit process. To reiterate, all data must be in the
form of flows. Elementary flows must be in a unit that matches that of the char-
acterisation factors to be applied (‘kg’ in many cases), and all flows should be
scaled to 1 unit of the reference flow of a unit process (see Figs. 9.6 and 9.7). Note
that unit processes obtained from LCI databases already have the right format and
are therefore ready to incorporate in an LCI model (see Sect. 9.5).

9.4.1 Quality Check of a Unit Process

When constructing unit processes there is a risk that they are incomplete and that
there are errors in the flow quantities. Incompleteness may be caused by the fact that
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some flows are not monitored or reported. Errors in flow quantities may be caused
by errors in reported measurements (e.g. a technician writing ‘g’ instead of ‘mg’) or
errors in the calculation of flows and conversions of units (e.g. if one had forgotten
to convert the concentration unit in the example of Fig. 9.7). To avoid (critical)
incompleteness and quantitative errors, constructed unit processes should be
checked before they are used in an LCI model. Such a quality check can be
supported by calculation and interpretation of first iteration LCIA results, e.g.
through the identification of the most contributing process and substances.

Completeness of flows

There are three complementary approaches for validating the completeness of
flows.

1. Knowledge of similar processes can help identifying potentially missing flows.
For example, the LCA practitioner may suspect one or more missing flows, if a
unit process for a specific paper production process contains no chlorine con-
taining compounds in the wastewater to treatment and the practitioner knowns
from previous experience that chlorine compounds are typically present in the
effluent of paper production processes.

2. Knowledge of the nature of a physical transformation in a process can hint what
emissions or waste flows to treatment may be missing. For example, NO, gases
are known to be formed whenever a combustion process occurs in the presence
of nitrogen, the major constituent of atmospheric air. Filters can capture large
fractions of generated NO, before it becomes an emission, but usually not every
single molecule.

3. A qualitative comparison of input and output flows can show if there is dis-
agreement between the elements entering a process and the elements leaving a
process. For example, a process cannot emit large quantities of CO,, without
inputs of carbon sources in the form of fossil fuels (e.g. coal, natural gas or oil).
While using this validation technique it should be kept in mind that some flows
entering and leaving a process are elementarily heterogeneous. For example,
mercury is a common emission from the combustion of coal due to the mercury
content (typically in the order of 0.00001%) of the coal entering the process as a
heterogeneous material flow. In this case, the mercury input is ‘hidden’ in the
coal input and it would therefore be wrong to assume that a homogenous input
of mercury is missing on account of the emission of mercury.

Flow quantities

A unit process should obviously not only contain the right flows, but also the
right quantities of these flows. A number of validation approaches exist for
checking flow quantities.

A mass balance is a universal approach because the sum of flows entering a
process should amount to the same number as the sum of flows leaving a process
since no accumulation occurs inside the process. A mass balance is therefore an
efficient way of spotting errors, for example if the mass of outputs is on the order of
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1000 times the mass of inputs. Note, however, that flow quantities may be correct,
even if the law of conservation of mass seems to be violated. This is because most
of the constituents of atmospheric air, e.g. oxygen and nitrogen, are generally not
counted as resource inputs in unit processes, in which case the mass of outputs
appear larger than the mass of inputs (e.g. due to combustion products such as CO,,
H,O and NO,). A mass balance can also be applied at the level of individual
elements, but one should be aware of ‘hidden’ elements in heterogeneous flows, as
described above. Energy balances can in principle also be used as a validation
approach, but this would require calculations of the chemical energy stored in
inputs and outputs and quantification of heat lost to the environment, which is often
not reported as an emission in a unit process.

Following validation based on mass balance a complementary validation based
on stoichiometry can be carried out if the process to be validated involves one or
more chemical reactions. This serves to check if the ratio between inputs and
outputs involved in a chemical reaction is correct. For example, stoichiometry gives
us the correct ratio between inputs and outputs in the electrolysis of water in the
presence of sodium chloride: 2NaCl + 2H,O — 2NaOH + H, + Cl,. The mass
(g) of each molecule can then be calculated by multiplying its stoichiometric
coefficient (mole) and its molar mass (g/mole).

Other validation approaches rely on comparisons to external information. This
could be information for similar processes that are expected to contain flows of
similar magnitudes as the process to be validated. The external information could
also be legal limits. For example, if an emission of nitrogen dioxide corresponds to
100 times a regulatory emission limit, it is a strong indication that there is an error
in the emission quantity (note however that many regulatory limits are given as
concentrations rather than mass flows, in which case a conversion is needed).

Yet another validation approach relies on the first iteration of LCIA results.
These are useful for identifying erroneously high flow quantities. For example, if
the contribution from a single elementary flow of a single unit process contributes
with 99.9% of the impact for an impact category, this is a strong indication that the
flow quantity is too high (e.g. due to a factor 1000 unit conversion mistake in a
calculation or data entry in the LCA software). This validation approach can also be
used to check for mistakes in the ID of an elementary flow, such as mistakenly
using the name ‘dioxin’ for an emission of ‘carbon dioxide’ (dioxin is a group of
extremely toxic chemicals).

9.4.2 Using Flow Names Compatible with LCA Software

To prepare a unit processes for use in an LCI model it is important that the LCA
software used ‘understands’ the identity of the flows of the unit process. If this is
not the case, a flow cannot be linked correctly to other processes or characterisation
factors (in the case of elementary flows). There have been attempts at harmonising
flow names across LCI databases and LCA software, but the LCA practitioner
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should always check the flow nomenclature of the software used (e.g. SimaPro,
GaBi or OpenLCA) and follow this when naming the flows of constructed unit
processes. Unit processes of LCI databases (see Table 9.5) are commonly inte-
grated into LCA software, which ensures that their flow names are correct.

LCA practitioners may face a situation where an LCA software has no name for
a given elementary flow or the CAS-number (Chemical Abstract System number—
a unique identifier for a chemical) of an emitted chemical does not exist in the list of
flow names in a software. In this case, the LCA practitioner should check if there is
a characterisation factor (CF) for the chemical in the LCIA method to be applied in
the ensuing LCIA step. If this is the case, the LCA practitioner should create a new
flow in the LCA software with a name identical to the name of the CF, so the
software can create the link. If there is no CF, the LCA practitioner can either
calculate the CF on his/her own when guidelines to do so exist (e.g. for the USEtox
model; see Chap. 40) or discuss the potential of that substance to contribute to the
total environmental impact and to the resulting interpretation of the results. In the
case of missing flows that are not elementary flows, these should also be created in
the LCA software and used to link processes together. For example, in the case of a
waste to treatment flow that is specific to the studied system (part of the foreground
system), and therefore not existing in the LCA software, this flow should be created
in the software and used to link the process having it as an output to the most
appropriate waste treatment process that is available.

9.5 Constructing the LCI Model
and Calculating LCI Results

When all unit processes have been constructed or collected from LCI databases the
LCA practitioner can construct the LCI model. Each unit process can be seen as a
‘building block’ in the LCI model, the ‘size’ of which is ultimately decided by the
study’s reference flow derived from the functional unit in the scope definition (see
Chap. 8). This is because the reference flow decides the quantity required of each
unit process-specific reference flow. In other words, each unit process must be
scaled to fit the LCI model. Figure 9.8 shows an example of how this is done
manually for a simplified system composed of just three unit processes each having
just 4 flows.

In Fig. 9.8, Process 1 is first scaled to match the reference flow of the study
(100 kg of Product X). After the scaling of Process 1, 200 kg of Product Y is
required, which Process 2 is scaled according to. This means that 240 kg of Product
Z is required, which Process 3 is scaled according to, etc. In practice, LCA software
can carry out the scaling automatically for the practitioner, when told what the
reference flow of a study is.

In practice, inventory modelling is normally performed using a dedicated soft-
ware which supports both the building of the product system model, connecting the
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(a) Emission A Emission B Emission B
1.8kg 1.5kg 2kg
Prod. W T Prod.Z Prod. Z T Prod.Y Prod. Y T Prod. X
0.3kg 1kg 1.2kg 1kg 2kg 1kg
— > Process 3 > » Process 2 > » Process 1 ——
Resource A Resource A Resource B
2.5kg 1.3kg 1kg
(b) Emission A Emission B Emission B
432kg 300kg 200kg
Prod. W T Prod. Z T Prod. Y T Prod. X
72kg 240kg 200kg 100kg
——» Process 3 > Process 2 > Process 1 ——»
Resource A Resource A Resource B
600kg 260kg 100kg

Fig. 9.8 Three simplified unit processes unconnected (a) and connected (b) based on a study
reference flow of 100 kg of product X (the reference flow of process 1)

Table 9.6 Software for performing LCA (non-exhaustive list)

Name Information

SimaPro Pré Consultants; www.pre-sustainability.com/simapro
GaBi Thinkstep; www.gabi-software.com/international/index/
OpenLCA GreenDelta (open access); www.openlca.org/

Umberto Ifu Hamburg; www.ifu.com/en/umberto/

relevant unit processes; the linking to available unit process databases and storing
of own processes, and the linking of elementary flows in the inventory results to the
relevant characterisation factors for the life cycle impact assessment. Table 9.6
shows some of the widely used software for LCA

9.5.1 Database and Software Specific Aspects

As mentioned in Sect. 9.3.2 processes from LCI databases exist in disaggregated
and aggregated versions, the difference being that the latter scales all processes
upstream and downstream according to the reference flow of the process and
aggregates their elementary flows, so that the only output of the aggregated process
(or input, in the case of waste treatment processes) that is not an elementary flow is
its reference flow. In practice, some LCI databases only provide aggregated
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processes, which means that it is not possible to modify them to increase their
representativeness for the study. When aggregating processes, the LCI database
providers have made choices on how to handle multifunctional processes and how
to cut-off the life cycle of the process’ reference flow because including all pro-
cesses is not practically achievable in process-based LCI modelling (see Sect. 9.1).
These choices also relate to solving the issue of closed loops between processes,
which occurs if two processes need each other’s outputs as inputs. This issue is
commonly solved by matrix inversion (Heijungs and Suh 2002).

The way system expansion is performed in the construction of the inventory
model depends on the LCA software used, but it is usually simple to implement for
the LCA practitioner. For example, in GaBi it is performed by connecting the
avoided process as input but with a scaling factor of —1 so that it is computed
negatively as a crediting. In SimaPro, system expansion is performed by making a
direct link to the avoided process in the flow category ‘Avoided products’, and the
software automatically accounts for it negatively when processing the assessment.
In OpenLCA, which is a free LCA software, system expansion is modelled as an
avoided output of a unit process, in practice marking an output flow as ‘avoided
product’ by checking a mark in the process.

9.5.2 Calculation of LCI Results

The LCI results are the compilation of elementary flows over all the processes that
are part of the LCI model (scaled to the reference flow of the functional unit). For
the simplified product system in Fig. 9.8 the results would simply be the sum of
each of the resources and emissions across all the processes, see Fig. 9.9 describing
final LCI results.

Fig. 9.9 LCI results for the Emission A Emission B
product system in Fig. 9.8. 432kg 528kg
The aggregated elementary
flows of product W (72 kg),
that are not shown in Fig. 9.8,
are 100 kg of resource A and
28 kg of emission B

Product X

100kg
Product system >

Resource A Resource B
960kg 100kg
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In practice, the number of flows and processes is normally huge, but no manual
work is typically required from the LCA practitioner as the LCA software can
calculate LCI results for a product system with one click of a mouse button.
Such LCI results are the basis for the subsequent life cycle impact assessment phase
(unless the goal of a study is to simply calculate the LCI results).

9.6 Data Needs for Uncertainty and Sensitivity Analysis

Uncertainty and sensitivity analysis is important for the interpretation of LCIA
results because they can inform the LCA practitioner on how robust the conclusions
of the study are and where future studies should focus to make results even more
robust. Chapter 11 is dedicated to these matters and details the theoretical back-
ground and the practical use of uncertainty and sensitivity analyses. The following
describes the data that needs to be collected during the inventory analysis as inputs
for uncertainty and sensitivity analyses.

Uncertainty analysis allows for the quantification of uncertainties of the final
result, as a consequence of the uncertainty of each parameter in the LCI model. To
enable an uncertainty analysis, the practitioner must, for quantitative parameters in
the foreground system, collect information on their statistical distribution
(e.g. normal, log-normal or uniform) and corresponding statistical parameter values
(e.g. mean and standard deviation for normally distributed parameters).

Sensitivity analysis allows for systematic identification of the parameters that
have the highest influence on the LCIA results. The influence of parameters on
results is calculated by changing them, one by one, and observing the changes in
results. These changes in parameters should reflect uncertainties about the actual
product system modelled. For quantitative parameters in the foreground system, the
practitioner should aim to collect minimum and maximum values, or a low and a
high percentile (e.g. 2.5th and 97.5th) when a parameter’s statistical distribution is
known (see above), in addition to the default value that is used in the LCI model.
For example, a specific farmer may on average apply 2 kg of a specific pesticide to
produce 1 tonne of potatoes, but this number may vary from 0.5 to 3 kg, depending
on weather conditions. For discrete parameters or assumptions in the foreground
system the practitioner should develop a number of sensitivity scenarios. For
example, a part of the product system may be located in a different country than
assumed in the LCI model and a sensitivity scenario would thus involve differences
in energy mix, waste treatment technologies, etc. Note that the data requirements
for sensitivity and uncertainty analysis overlap and data collection can therefore be
performed in parallel by the practitioner.

It often takes more time to collect sensitivity and uncertainty data for some
parameters in the foreground system than for others and it may not be necessary to
collect data for all processes, depending on the outcome of the first iteration of the
analysis. For example, if a process is found to contribute to less than 0.1% of total
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impacts, then its sensitivity and uncertainty data should generally not be a high
priority as illustrated by Fig. 12.3.

For the background system, many LCI databases include uncertainty information
on processes, which can feed into uncertainty and sensitivity analysis in LCA
software. The practitioner therefore needs not to bother about such data in the
inventory analysis.

9.7 Reporting

The reporting of the inventory analysis should contain six elements:

. Documentation of LCI model at system level.

. Documentation of each unit process.

Documentation of metadata.

Documentation of LCI results.

. Assumptions for each life cycle stage.

. Documentation of data collected for uncertainty and sensitivity analysis.

Elements 1, 2 and 3 should allow the reader to recreate the LCI results, which are
documented in Element 4 (i.e. exigence of reproducibility of the study). Element 5
should allow the reader to judge the reasonability of all assumptions performed (i.e.
exigence of transparency) and Element 6 should allow the reader to recreate the
uncertainty and sensitivity analysis (exigence of reproducibility and consistency).
Below we elaborate on each element and we further refer to the illustrative case on
window frames in Chap. 39 for an example of how the inventory analysis may be
reported.

9.7.1 Documentation of LCI Model at System Level

We propose to use a flowchart that contains all the linked processes in the fore-
ground system for each studied product system and shows their links to processes in
the background system. Each process should be named and, depending on the size
of the foreground system, flow names and quantities may also be given (this
information is, however, not essential, as it will also be given in second reporting
element). Figure 9.10 illustrates how to document a flow chart for a simple,
hypothetical LCI model (flow names and quantities not shown). Flow chart should
be reported in the main part of an LCA report.

Note that only the unit processes of the background system that are linked to
(‘neighbouring’) the foreground system needs to be included in the flow chart.
These are processes UP1 to UP8 in Fig. 9.10. From this information, the reader
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Fig. 9.10 Documentation of LCI model in flow chart. Arrows between unit processes
(UPs) indicate material, energy, product or waste flows. Unit processes belonging to the
foreground and background system are identified with a letter or with a number respectively. Only
the background unit processes neighbouring the foreground system should be included and dotted
arrows to and from these processes indicate the existence of additional background processes.

may reconstruct the remaining background system on his/her own by using
aggregated versions of the reported ‘neighbouring’ background processes from the
relevant LCI database(s).

9.7.2 Documentation of Each Unit Process

We recommend the creation of a table for each unit process in the foreground
system that contains its name (identical to the one used in the flow chart of the first
reporting element) and the names and quantities of all flows (materials, energy,
resources, products, waste to treatment and emissions—same units as used in LCA
software), see scheme in Table 9.7. We also advocate providing the source of a
process or flow (e.g. name of the database where process is from), a reference to the
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Table 9.7 Scheme for documenting foreground processes

A. Bjorn et al.

Outputs

| Quantity | Unit | Source/note

Reference flow (main product or function)

Reference
flow

1

kg

E.g.: input and output flows are not scaled to the functional unit of
the product system

Other outputs (avoided product or function; waste to treatment)

Avoided - kg E.g. please see Table Al for the corresponding unit process
product 1

Waste 1 - kg E.g. ecoinvent ver. 3.0

Waste 2 - m® | E.g. ecoinvent ver. 3.0

Waste n - m’ E.g. ecoinvent ver. 3.0

Emissions (to a

ir; water; soil)

Emission 1 - kg E.g. please see “Appendix” for details on calculation of emissions

Emission 2 - kg E.g. please see “Appendix” for details on calculation of emissions

Emission n - m® | E.g. please see “Appendix” for details on calculation of emissions

Inputs | Quantity | Unit | Source/note

Materials

Material - kg E.g. please see Table A2 for the corresponding unit process

1

Material - kg E.g. please see Table A3 for the corresponding unit process

2

Material - m® | E.g. ecoinvent ver. 3.0

n

Energy

Energy 1 |- MJ | E.g. ecoinvent ver. 3.0; see Table 1 in the main report for the source of
values

Energy 2 |- MJ | E.g. ecoinvent ver. 3.0; see Table 1 in the main report for the source of
values

Energy n |- MJ | E.g. please see Table A4 for the corresponding unit process

Resources

Resource | — kg E.g. ecoinvent ver. 3.0

1

Resource | — kg E.g. ecoinvent ver. 3.0

2

Resource | — m® | E.g. ecoinvent ver. 3.0

n
E.g. ecoinvent ver. 3.0

Units are illustrative. Note that for waste treatment processes the reference flow is usually a material
input. Note that the column ‘source/note’ is based on fictive examples and references included therein are
not a part of this textbook chapter

section of a report where details of a calculations (e.g. emissions) are provided; and
finally, reference to other unit process tables that are input or output to the process
of interest. Because the number of processes to be documented is often large, tables
like Table 9.7 are usually best reported in an appendix to the LCA report.
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The flow quantities of process tables should either be scaled to 1 unit of the
reference flow of the process (as shown in Table 9.7) or scaled to the quantity of
process reference flow required to meet the reference flow of the study (derived
from the functional unit). For neighbouring background processes (UP1 to UP8 in
Fig. 9.10), the name of the process and the name and version of the database it was
sourced from is sufficient, because the reader may use this information to recreate
the remainder of the background system.

Note that inventory data in the foreground system are sometimes confidential,
for example when a manufacturer wants to prevent the details of the production
processes to be disclosed to the public or competitors. In terms of documenting LCI
results, confidentiality issues can be handled by placing the process tables con-
taining confidential data in an appendix that is only made available to groups of
people that are cleared by the supplier of the data (e.g. employees of the organi-
sation commissioning a study and an external critical reviewer).

9.7.3 Documentation of Metadata

We recommend reporting metadata according to specificity, type, source and access
using the structure of Table 9.2 (introduced for data planning and collection). For
easy overview, the rows of the table should be grouped into life cycle stages. The
data specificity classification (from very low to very high) for each data point
should be transparent, i.e. by writing in the relevant cell why a data point was
classified to a given specificity, rather than simply making a cross. The docu-
mentation of these metadata should be consistent with the documentation of unit
processes described in Table 9.7, and cross-references between the two should be
made (e.g. notes and data sources reported in tables documenting unit processes
may readily refer to the table with metadata) We advocate reporting metadata in the
main part of the LCA report.

9.7.4 Documentation of LCI Results

The LCI results should simply be documented as a list of quantified elementary
flows, divided into resources and emissions, i.e. as in Table 9.7. This typically
consists of an extensive table, which can be documented as an appendix for
readability of the LCA report.
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9.7.5 Assumptions for Each Life Cycle Stage

Due to lack of information and budget constraints, it is common to make several
assumptions when constructing an LCI model. For example, data originally planned
to be collected in medium or high specificity may end up being collected in low
specificity. Thereby assumptions need to be made on what low-quality data can best
represent the actual data. For example, should a wastewater treatment process in
Vietnam, for which data could not be obtained, be approximated by a process in
Thailand, possibly correcting for the Vietnamese electricity mix, or should it rather
be approximated by an average process for the entire South East Asian region? All
assumptions made during the construction of the LCI model should be transparently
documented. We recommend that major assumptions are indicated, when
describing the data collection and modelling of each individual life cycle stage, to
facilitate cross-comparison with the documentation of metadata. Major assumptions
may also be included directly in the table containing metadata. References to the
sensitivity analysis should be given for assumptions whose influence on LCIA
results are tested by the creation and analysis of sensitivity scenarios (see next
subsection). We also recommend that a list of all assumptions, minor and major, be
placed in an ‘Appendix’.

9.7.6 Documentation of Data Collected for Uncertainty
and Sensitivity Analysis

For sensitivity analyses, the LCA report must state which parameters are analysed
and whether this is done by calculating normalised sensitivity coefficients (for
parameters of a continuous nature) or by the construction of sensitivity scenarios
(for parameters of a discrete nature). In the former case, the perturbed values for
each parameter must be documented and the basis of these explained (e.g. reported
min/max-values, 2.5/97.5 percentiles, or an arbitrary value, such as £10%). In the
latter case, the sensitivity scenarios should be documented and references to the
assumptions they are based on made (see previous subsection).

For uncertainty analyses, the best practice is to use statistical distributions of
parameter values as input to Monte Carlo analysis (see Sect. 9.6), in which case the
distributions (e.g. uniform, normal or log-normal) and statistical parameters (e.g.
standard deviation) must be documented for each parameter value covered in the
uncertainty analysis. If, due to lack of such data, the Pedigree approach is taken, the
underlying uncertainty factors and calculated geometric standard deviation for
process must be documented. An example was given earlier in Table 9.6.
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Appendix: Example of Consequential LCA on Biodiesel
Made from Poultry Fat

To help you get an overview of the 4-step procedure for performing a consequential
LCI (presented in Sect. 9.2.3), an example is here presented, which shows some
parts of a consequential LCI looking at the decision to supply additionally
200 tonnes of biodiesel based on poultry fat. It should be noted that this is a
constructed example and that the factual claims made may not be completely
accurate.

To start the procedure, we go to Step 1. Here we are asked to consider whether
the assessed decision leads to changes in demand or supply. Clearly, this decision
leads to changes in supply. This implies that we move directly to Step 3.

Step 3 is based on the assumption that demand is constant, and given that we
increase supply of poultry fat biodiesel we therefore have to consider what other
products it substitutes. According to the procedure given in Step 3, we need to
identify a user and a satisfying substitute for the user which fulfils the same
functions terms of functionality, technical quality, costs, etc.

Biodiesel is only used by drivers of diesel vehicles and can be blended with
petrochemical diesel or used as a full substitute for petrochemical diesel in ordinary
diesel engines. As it is often sold under favourable tax conditions, it seems rea-
sonable to assume that it will substitute ordinary diesel. However, another scenario
which may also in some cases be realistic to consider is that it will substitute other
types of biodiesel (e.g. based on other substrates). Ordinary diesel and other types
of biodiesel can both be produced without constraints (the answer to the second
question of the decision tree in Fig. 9.5 is ‘no’) and can therefore both be con-
sidered reasonable alternatives. In this example, however, we will only consider the
former.

Having found petrochemical diesel as a substitute, we go to Step 4 to identify
which technology will produce the diesel, which is substituted. Here, we need to
consider the trend in the market, the scope of the decision, and whether the decision
leads to an increase or decrease in demand. Having addressed these issues, we find
that the substituted diesel is produced by the least cost-efficient technology sup-
plying the market at the time of our decision, which we find to be crude oil
produced from tar sand.

Biodiesel does not contain the same amount of energy per weight unit as
ordinary diesel, implying that we will need more biodiesel than diesel to drive a
certain distance. The ratio is around 37:42, implying that for each kg of poultry fat
biodiesel we produce and use extra, we will reduce the production and use of diesel
made from tar sand by 37/42 kg.

The production of biodiesel inevitably leads to the co-production of glycerol.
When we decide to increase the production of biodiesel by 200 tonnes, we will also
increase the production of glycerol by approximately 20 tonne. As this is a result of
our decision to produce more biodiesel, it needs to be included in the assessment.
We therefore start again in Step 1 by asking the question: “What happens if we
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increase the supply of glycerol by 20 tonnes?” Being a supply oriented question,
we go directly to Step 3, where we are asked to identify products for which glycerol
can serve as a substitute, based on relevant functionality, technical quality, costs,
etc. Through analysing the biodiesel market, for example through biodiesel journals
and experts in the field, we find that glycerol from biodiesel can be used by
producers of chemicals, especially for the production of propylene glycol. Hereby
glycerol can, after distillation and processing, substitute other feedstock in the
production of propylene glycol. Having identified a substitute, we go to Step 4, to
identify the propylene glycol production technology affected by the change in
feedstock to glycerol. This procedure (not detailed here) allows us to include the
avoided production of propylene glycol in our LCI. When doing so, it is important
to identify the processes needed to convert the crude glycerol to propylene glycol
and remember to take into consideration the conversion rate.

Having considered both the substitution of diesel with biodiesel and conven-
tional propylene glycol with propylene glycol made from glycerol, we have now
considered all the downstream parts of the life cycle. However, our decision to
supply more poultry fat biodiesel will also create changes in the upstream part of
the life cycle: If we want to supply more poultry fat biodiesel, we need more of the
constituents included for producing the biodiesel. The demand for these con-
stituents thereby increases. In the concrete case, biodiesel is made from poultry fat
and methanol, which are brought to react using a strong base, often sodium
hydroxide. For the sake of simplicity, we will here only consider the increased
demand for poultry fat and methanol.

Thus, we return to Step 1 and ask: “What happens if I increase the demand for
poultry fat?” As this is clearly a question that relates to demand, we go to Step 2.

The first part of the decision tree in Step 2 (Fig. 9.4) asks us to consider whether
the production of the product is constrained. In this case, this is actually the case,
since poultry fat is a low value by-product from the production of other poultry
products, mainly meat. The production of poultry fat therefore follows the demand
for poultry meat, and additional demand for poultry fat will not result in an addi-
tional supply of poultry fat. As the assessed decision will lead to an increase in the
demand for poultry fat, and as market analysis shows us that poultry fat is already
used to the extent the constraint of being a co-product allows (in other words, no
poultry fat is wasted), we go to Step 3, to find out which product can substitute our
use of poultry fat. Poultry fat is mainly used in the feed industry and through
contacts to feed producers we find that they are able to use palm and soybean oil in
a certain relationship instead of poultry fat. This implies that if we decide to
produce more biodiesel from poultry fat and thereby demand more poultry fat, we
will not increase the supply of poultry fat but rather increase the demand for palm
and soybean oil. To identify the consequences of the increased demand for these
oils, we go through the relevant Steps 2-3 for each of these, but to keep this
example relatively simple, we will not go further into documenting these steps.

Assuming that we have now fully outlined the processes that change as a result
of our increase in demand for palm and soybean oil, we turn to the other main
constituent of biodiesel, namely methanol. As noted above, we also increase the
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demand for methanol. We therefore again start in Step 1 by asking the question:
“What happens when I increase the demand for methanol?” As this is a demand
oriented question, we go to Step 2. Here we are first asked whether methanol can be
produced without constraints. As this is the case, we go to Step 4. Here we are
asked to consider the overall trend in the market, the scope of the decision in
comparison to the overall market for methanol, and whether the decision leads to an
increase or decrease in demand. Through market studies we find that the trend in the
market, which can be considered global, is an increasing production. Secondly, the
size of the decision, which in this case is to produce a few hundred extra tonnes of
poultry fat biodiesel will amount to very little compared to the overall market
volume for methanol. We should therefore identify the short-term marginal
producer.

Given that our decision leads to an increase in demand, we are told by Table 9.1,
that the methanol will be produced by the least competitive producer on the market.
As there are more or less only producers making methanol from synthetic gas, we
assume that the methanol will be produced using this technology.

Other inputs and outputs to and from the biodiesel process are handled in a
similar way, but to keep the example relatively short, these will not be discussed
here.

As the example shows, creating a consequential LCI is in many cases a rather
laborious task as detailed knowledge is needed about the markets affected by the
decision, as for example establishing knowledge about potential substitutes for
poultry fat in the feed industry in the example above. Much of the time spent
making the LCA will therefore often be used in preparing the consequential LCI.
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Learning Objectives
After studying this chapter, the reader should be able to:

e Explain and discuss the process and main purposes of the LCIA phase of an
LCA study.

e Distinguish and explain the mandatory and optional steps according to inter-
national standards for LCA.

e Differentiate and describe each of the impact categories applied in LCIA
regarding:

— the underlying environmental problem,

— the environmental mechanism and its fundamental modelling principles,
— the main anthropogenic sources causing the problem,

— the main methods used in LCIA.

10.1 Introduction

In practice, the Life Cycle Impact Assessment (LCIA) phase is largely automated
and essentially requires the practitioner to choose an LCIA method and a few other
settings for it via menus and buttons in LCA software. However, as straightforward
as that may seem, without understanding a few basic, underlying principles and the
meaning of the indicators, neither an informed choice of LCIA method nor a
meaningful and robust interpretation of LCA results are possible. However, the
important extent of science and its inherent multidisciplinarity frequently result in a
perceived opacity of this phase. This chapter intends to open the black box of LCIA
with its characterisation models and factors, and to accessibly explain (1) its main
purpose and characteristics, (2) the mandatory and optional steps according to ISO
and (3) the meaning and handling of each impact category. While this chapter is a
pedagogical and focused introduction into the complex and broad aspects of LCIA,
a more profound and in-depth description, targeting experienced LCA practitioners
and scientists, can be found in Hauschild and Huijbregts (2015).

Once the Life Cycle Inventory (LCI) is established containing all elementary
flows relevant for the product system under assessment, the next question to answer
will be something like: How to compare 1 g of lead emitted into water to 1 g of
CO, emitted into the air? In other words, how to compare apples with pears? Life
Cycle Impact Assessment is a phase of LCA aiming to assess the magnitude of
contribution of each elementary flow (i.e. emissions or resource use of a product
system) to an impact on the environment. Its objective is to examine the product
system from an environmental perspective using impact categories and category
indicators in conjunction with the results of the inventory analysis. This will pro-
vide information useful in the interpretation phase.

As the focal point of this phase of an LCA (and also of this chapter), it is a
relevant question to ask what is an environmental impact? It could be defined as a
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set of environmental changes, positive or negative, due to an anthropogenic
intervention. Such impacts are studied and assessed using a wide range of quan-
titative and qualitative tools, all with specific aims and goals to inform or enable
more sustainable decisions. In LCA this is an important phase, as it transforms an
elementary flow from the inventory into its potential impacts on the environment.
This is necessary since elementary flows are just quantities emitted or used but not
directly comparable to each other in terms of the importance of their impact. For
example, 1 kg of methane emitted into air does not have the same impact on climate
change as 1 kg of CO,, even though their emitted quantities are the same (1 kg)
since methane is a much stronger greenhouse gas (GHG). LCIA characterisation
methods essentially model the environmental mechanism that underlies each of the
impact categories as a cause—effect chain starting from the environmental inter-
vention (emission or physical interaction) all the way to its impact. However, the
results of the LCIA should neither be interpreted as predicted actual environmental
effects nor as predicted exceedance of thresholds or safety margins nor as risks to
the environment or human health. The results of this LCA phase are scores that
represent potential impacts, a concept that is explained further on.

The ISO 14040/14044 standards (ISO 2006a, b) distinguish mandatory and
optional steps for the LCIA phase, which will all be explained further in this
chapter:

Mandatory steps:

e Selection of impact categories, category indicators and characterisation models
(in practice typically done by choosing an already existing LCIA method)

— Which impacts do I need to assess?

e (lassification (assigning LCI results to impact categories according to their
known potential effects, i.e. in practice typically done automatically by LCI
databases and LCA software)

—Which impact(s) does each LCI result contribute to?

e Characterisation (calculating category indicator results quantifying contributions
from the inventory flows to the different impact categories, i.e. typically done
automatically by LCA software)

—How much does each LCI result contribute?

Optional steps:

e Normalisation (expressing LCIA results relative to those of a reference system)
— s that much?

e Weighting (prioritising or assigning weights to the each impact category)
—ls it important?

e Grouping (aggregating several impact indicator results into a group)

As already mentioned, it is important to keep in mind that the impacts that are
assessed in the LCIA phase should be interpreted as impact potentials, not as actual
impacts, nor as exceeding of thresholds or safety margins, or risk, because they are:
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e Relative expressions of potential impacts associated with the life cycle of a
reference flow needed to support a unit of function (=functional unit)

e Based on inventory data that are integrated over space and time, and thus often
occurring at different locations and over different time horizons

e Based on impact assessment data which lack information about the specific
conditions of the exposed environment (e.g. the concomitant exposure to sub-

stances from other product systems)

Terminology and definitions are given in Table 10.1.

Table 10.1 Essential terminology and definitions

Term Definition Source
Area of A cluster of category endpoints of recognisable value | Hauschild and
protection to society. Examples are human health, natural Huijbregts (2015)
resources and natural environment.
Category Quantifiable representation of an impact category ISO (2006b)
indicator
Category Attribute or aspect of natural environment, human ISO (2006b)
endpoint health or resources, identifying an environmental issue
giving cause for concern
Characterisation | Reflect the environmental mechanism by describing ISO (2006b)
model the relationship between the LCI results, category
indicators and, in some cases, category endpoint(s).
The characterisation model is used to derive the
characterisation factors.
Characterisation | Factor derived from a characterisation model which is | ISO (2006b)
factor applied to convert an assigned life cycle inventory
analysis result to the common unit of the category
indicator
Ecosphere The biosphere of the earth, especially when the Oxford Dictionary
interaction between the living and non-living of English

components is emphasised

Elementary flow

Material or energy entering the system being studied
that has been drawn from the environment without
previous human transformation, or material or energy
leaving the system being studied that is released into
the environment without subsequent human
transformation

ISO (2006b)

Environmental
impact

Potential impact on the natural environment, human
health or the depletion of natural resources, caused by
the interventions between the technosphere and the
ecosphere as covered by LCA (e.g. emissions, resource
extraction, land use)

EC-JRC (2010a)

Environmental
mechanism

System of physical, chemical and biological processes
for a given impact category, linking the life cycle
inventory analysis results to category indicators and to
category endpoints

ISO (2006b)

(continued)
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Table 10.1 (continued)
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Term Definition Source
Environmental Degree of linkage between category indicator result ISO (2006b)
relevance and category endpoints

Impact category

Class representing environmental issues of concern to
which life cycle inventory analysis results may be
assigned

ISO (2006b)

Impact pathway

Cause—effect chain of an environmental mechanism

LCIA method

Collection of individual characterisation models (each
addressing their separate impact category)

Hauschild et al.
(2013)

Midpoint
indicator

Impact category indicator located somewhere along the
impact pathway between emission and category
endpoint

Hauschild and
Huijbregts (2015)

Potential impact

Relative performance indicators which can be the basis
of comparisons and optimisation of the system or
product

Hauschild and
Huijbregts (2015)

Technosphere

The sphere or realm of human technological activity;
the technologically modified environment

Oxford Dictionary
of English

10.2 Mandatory Steps According to ISO 14040/14044

10.2.1 Selection of Impact Categories, Category Indicators
and Characterisation Models

The contents of this section have been modified from Rosenbaum, R.K.: Selection
of impact categories, category indicators and characterisation models in goal and
scope definition, appearing as Chapter 2 of Curran M. A. (ed.) LCA Compendium
—The Complete World of Life Cycle Assessment—Goal and scope definition in
Life Cycle Assessment pp 63—122, Springer, Dordrecht (2017).

The objective of selecting impact categories, category indicators and charac-
terisation models is to find the most useful and needed ones for a given goal. To
help guide the collection of information on the relevant elementary flows in the
inventory analysis, the selection of impact categories must be in accordance with
the goal of the study and is done in the scope definition phase prior to the collection
of inventory data to ensure that the latter is targeted towards what is to be assessed
in the end (see Chaps. 7 and 8 on Goal and Scope definition). A frequent difficulty
is the determination of the criteria that define what is useful and needed in the
context of the study. Some criteria are given by ISO 14044 (2006b), either as
requirements or as recommendations. The requirements are obligatory for com-
pliance with the ISO standard, and will therefore be among the focus points of a
Critical Review (see Chap. 13 on Critical Review). Some of these requirements and
recommendations concern LCA practitioners and LCIA method developers alike,
while others are most relevant for developers of LCIA methods and of LCA
software. The focus is here on the former, i.e. requirements concerning LCA
practitioners.
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ISO 14044 (2006b) states that the choice of impact categories needs to assure

that they

Are not redundant and do not lead to double counting
Do not disguise significant impacts

Are complete

Allow traceability

Furthermore, this list is complemented with a number of obligatory criteria,

requiring that the selection of impact categories, category indicators and charac-
terisation models shall be:

Consistent with the goal and scope of the study (when, for example, environ-
mental sustainability assessment is the goal of a study, the practitioner cannot
choose a limited set of indicators, or a single indicator footprint approach, as this
would be inconsistent with the sustainability objective of avoiding
burden-shifting among impact categories)

Justified in the study report

Comprehensive regarding environmental issues related to the product system
under study (essentially meaning that all environmental issues—represented by
the various impact categories—which a product system may affect need to be
included, again in order to reveal any problem-shifting from one impact cate-
gory to another)

Well documented with all information and sources being referenced (in practice
it is normally sufficient to provide name and version number of the LCIA
method used together with at least one main reference, which should provide all
primary references used to build the method)

ISO 14044 (2006b) recommendations for the selection of impact categories,

category indicators and characterisation models by a practitioner include:

International acceptance of impact categories, category indicators and charac-
terisation models, i.e. based on an international agreement or approved by a
competent international body

Minimisation of value-choices and assumptions made during the selection of
impact categories, category indicators and characterisation models

Scientific and technical validity of the characterisation model for each category
indicator (e.g. not based on unpublished or outdated material)

Being based upon a distinct, identifiable environmental mechanism and repro-
ducible empirical observation

Environmental relevance of category indicators

Numerous further criteria but also practical constraints beyond ISO 14044 exist

and are applied, consciously or unconsciously, often based on experience or rec-
ommendations from colleagues. In practice the selection of impact categories,
category indicators and characterisation models usually boils down to selecting an



10 Life Cycle Impact Assessment 173

LCIA method (or several) available in the version of the LCA software that the
practitioner has access to.

External factors for this choice will be among other:

e Requirements following from the defined goal (see Chap. 7) and specified in the
scope definition of the LCA (see Chap. 8)

e Requirements by the commissioner of an LCA

e Fixed requirements, e.g. for Environmental Product Declarations (EPDs) or
Product Environmental Footprints (PEFs) from underlying sector-based Product
Category Rules (PCRs) or from labelling schemes (see Chap. 24)

Practical constraints may, for example, consist of:

e Availability, completeness and quality of LCI results required for a specific
impact category

e Availability, completeness and quality of characterisation models and factors for
a specific impact category, including the need to consider specific rare or new
impact categories, such as noise, which may only be supported by one or two
LCIA methods if at all

e If normalisation is required, availability, completeness and quality of normali-
sation factors for a specific impact category or LCIA method

If practical constraints prevent the practitioner from including what has been
identified as relevant impact categories, this needs to be made clear in the dis-
cussion and interpretation of the LCA results and comments need to be made on
whether it may change the conclusions. In the illustrative case on window frames in
Chap. 39, the method recommended for characterisation by the International Life
Cycle Data system (ILCD) is chosen as life cycle impact assessment method
(EC-JRC 2011), and all impact categories covered by the method are included in
the study.

In common LCA practice, a number of category indicators, based on specific
characterisation models is combined into predefined sets or methods, often referred
to as life cycle impact assessment methods or simply LCIA methods (EC-JRC
2011; Hauschild et al. 2013), available in LCA software under names such as
ReCiPe, CML, TRACI, EDIP, LIME, IMPACT 2002+, etc. However, with an
increasing number of LCIA methods and indicators available, the task of choosing
one requires a tangible effort from the practitioner to understand the main charac-
teristics of these methods and to keep up-to-date with the developments in the field
of LCIA. A qualitative and comparative overview of the main characteristics of
current LCIA methods can be found in Chap. 40 of the Annex of this book.

10.2.1.1 How to Choose an LCIA Method?

A number of LCIA methods have been published since the first one appeared in
1984. Figure 10.1 shows the most common methodologies published since 2000
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IMPACT World+

IMPACT 2002+ (Canada, USA, Denmark,

. (Switzerland) France, Switzerland)
Eco-Indicator 99 LUCAS
(Netherlands) (Canada)
CML 2001 (IA) EcoScarcity2006 EcoScarcity2013
(Netherlands) (Switzerland) (Switzerland)
EPS2000 TRACI TRACI 2.0
(Sweden) (USA) (USA)
- iLcp | LG
EDIP2003 ReCiPe IMPACT
(Denmark) (Netherlands) (EV) (EU)
Jepix (Japan) LIME 2.0 LIME 3.0
LIME (Japan) (Japan) (Japan)

Fig. 10.1 LCIA methods published since 2000 with country/region of origin in brackets. Dotted
arrows represent methodology updates (Rosenbaum 2017)

that all meet the requirements of ISO 14044. A more detailed overview of these
methods can be found in Chap. 40.

When selecting an LCIA method, the requirements, recommendations, external
and internal factors and constraints discussed above all need to be considered. This
leads to a number of questions and criteria that should be answered in order to
systematically identify the most suitable one. Here is a non-exhaustive list of rel-
evant questions to address:

e Which impact categories (or environmental problems) do I need to cover and
can I justify those that I am excluding?

e In which region does my life cycle (or its most contributing processes) take
place?

e Do I need midpoint or endpoint assessment, or both?
Which elementary flows do I need to characterise?
Are there any recommendations from relevant organisations that can help me
choose?

e How easily can the units of the impact categories be interpreted (e.g. absolute
units, equivalents, monetary terms, etc.)?
How well is the method documented?
How easily can the results (units, aggregation into specific indicator groups,
etc.) be communicated?

e Do I need to apply normalisation and if yes for which reference system (in most
cases it is not recommendable to mix characterisation and normalisation factors
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from different LCIA methods due to the difference in characterisation modelling,
units, numerical values, etc..)?

e When was the method published and have there been important scientific
advances in the meantime?

e Do I have the resources/data availability to apply a regionalised methodology
(providing more precise results)?

e Do I need to quantify the uncertainty of both LCI and LCIA and does the LCIA
method support that?

ISO 14040/14044 by principle do not provide any recommendations about
which LCIA method should be used, but some organisations do recommend the use
of a specific LCIA method or parts of it. The European Commission has established
specific recommendations for midpoint and endpoint impact categories by sys-
tematically comparing and evaluating all relevant existing approaches per category,
leading to the recommendation of the best available approach (EC-JRC 2011). This
effort resulted in a set of characterisation factors, which is directly available in all
major LCA software as the ILCD method. Some methods with a stronger national
focus are recommended by national governmental bodies for use in their respective
country, such as LIME in Japan, or TRACI in the US.

Given the amount of LCTA methods available and the amount of time required to
stay informed about them, it may be tempting to essentially stick to the method(s)
that the LCA practitioner knows best or has used for a long time, or that was
recommended by a colleague, or simply choosing a method requested by the client
to allow comparison with results from previous studies. It is however beneficial to
apply a more systematic approach to LCIA method selection that in combination
with the LCIA method comparison in Chap. 40 allows to determine the relevant
selection questions and criteria, thus optimising the interpretability and robustness
of the results of the study. The following properties are compared in Chap. 40 per
impact category and for both midpoint and endpoint LCIA methods:

Aspects/diseases/ecosystems (which kinds of impacts) that are considered
Characterisation model used

Selected central details about fate, exposure, effect and damage modelling
Reliance on marginal or average indicator

Emission compartments considered

Time horizon considered

Geographical region modelled

Level of spatial differentiation considered

Number of elementary flows covered

Unit of the indicator

Not all of these properties may be of equal relevance for choosing an LCIA
method for each practitioner or study, but they are identified here as relevant and
fact-based properties.
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Further details on the selection of impact categories, category indicators and
characterisation models can be found in Rosenbaum (2017) and Hauschild and
Huijbregts (2015).

10.2.2 Classification

In this step, the elementary flows of the LCI are assigned to the impact categories to
which they contribute; for example an emission of CO, into air is assigned to
climate change or the consumption of water to the water use impact category,
respectively. This is not without difficulty because some of the emitted substances
can have multiple impacts in two modes:

e In parallel: a substance has several simultaneous impacts, such as SO, which
causes acidification and is toxic to humans when inhaled.

e In series: a substance has an adverse effect which itself becomes the cause of
something else, such as SO, which causes acidification, which then may
mobilise heavy metals in soil which are toxic to humans and ecosystems.

This step requires considerable understanding and expert knowledge of envi-
ronmental impacts and is therefore typically being handled automatically by LCA
software (using expert-based, pre-programmed classification tables) and not a task
that the LCA practitioner needs to undertake.

10.2.3 Characterisation

In this step, all elementary flows in the LCI are assessed according to the degree to
which they contribute to an impact. To this end, all elementary flows E, classified
within a specific impact category ¢ (representing an environmental issue of con-
cern), are multiplied by their respective characterisation factor CF and summed over
all relevant interventions i (emissions or resource extractions) resulting in an impact
score IS for the environmental impact category (expressed in a specific unit equal
for all elementary flows within the same impact category):

IS. = Y (CF;-E) (10.1)

1

For each impact category, the indicator results are summed to determine the
overall results for the category. In the following sections, the general principles of
how CFs are calculated and interpreted will be discussed. In order to provide a
better understanding of what CFs in each impact category represent and how they
are derived, Sects. 10.6-10.16 will, for each impact category, explain the
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corresponding (1) problem observed, (2) principal environmental mechanism,
(3) main causes and (4) most widely used characterisation models.

10.2.3.1 What Is a Characterisation Factor?

A characterisation factor (CF) represents the contribution per quantity of an ele-
mentary flow to a specific environmental impact (category). It is calculated using
(scientifically valid and quantitative) models of the environmental mechanism
representing as realistically as possible the cause—effect chain of events leading to
effects (impacts) on the environment for all elementary flows which contribute to
this impact. The unit of a CF is the same for all elementary flows within an impact
category. It is defined by the characterisation model developers and may express the
impacts directly in absolute terms (e.g. number of disease cases/unit toxic emission)
or indirectly through relating them to the impact of a reference elementary flow (e.g.
CO;,-equivalents/unit emission of greenhouse gases).

10.2.3.2 How Is It Calculated?

The modelling of a characterisation factor involves the use of different models and
parameters and is typically conducted by experts for a particular impact category
and its underlying impact pathway or environmental mechanism. Various
assumptions and methodological choices are involved and this may affect the output
as reflected in the differences in results that may be observed for the same impact
category when applying different LCIA methods. This must be considered when
interpreting the result of the LCIA phase. The first step when establishing an impact
category is the observation of an adverse effect of concern in the environment,
leading to the conclusion that we need to consider such effects in the context of
decisions towards more sustainable developments. Once accepted as an effect of
concern, the focus will be on how to characterise (quantify) the observed effect in
the framework of LCA.

The basis and starting point of any characterisation model is always the estab-
lishment of a model for the environmental mechanism represented by a cause—effect
chain. Its starting point is always the environmental intervention (represented by
elementary flows), essentially distinguishing two types based on the direction of the
relevant elementary flows between technosphere and ecosphere:

e An emission into the environment (=elementary flow from the technosphere to
the ecosphere),
or

e A resource extraction from the environment (=elementary flow from the eco-
sphere to the technosphere).
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10.2.3.3 Emission-Related Impacts

For the first type, an emission into the environment, the principal cause—effect chain
may be divided into the following main steps:

e Emission: into air, water or soil (for some product systems also other com-
partments may be relevant such as groundwater, indoor air, etc.)

e Fate: environmental processes causing transport, distribution and transformation
of the emitted substance in the environment. Depending on the physical and
chemical properties of the substance and the local conditions at the site of
emission, a substance may be transferred between different environmental
compartments, be transported over long distances by wind or flowing water, and
be undergoing degradation and transformation into other molecules and
chemical species.

e Exposure: contact of the substance from the environment to a sensitive target
like animals and plants, entire ecosystems (freshwater, marine, terrestrial or
aerial) or humans. Exposure may involve processes like inhalation of air,
ingestion of food and water or dermal contact via skin and other surfaces.

e Effects: observed adverse effects in the sensitive target after exposure to the
substance, e.g. increase in the number of disease cases (ranging from reversible
temporary problems to irreversible permanent problems and death) per unit
intake in a human population or number of species affected (e.g. by disease,
behaviour, immobility, reproduction, death, etc.) after exposure of an ecosystem

e Damage: distinguishing the severity of observed effects by quantifying the
fraction of species potentially disappearing from an ecosystem, or for human
health by giving more weight to death and irreversible permanent problems (e.g.
reduced mobility or dysfunctional organs) than to reversible temporary prob-
lems (e.g. a skin rash or headache)

These steps together constitute the environmental mechanism of the impact
category and their specific features will vary depending on the impact category we
are looking at.

10.2.3.4 Extraction-Related Impacts

For the second type of elementary flow, a resource extraction from the environment,
the principal cause—effect chain may comprise some or all of the following main
steps (with significant simplifications possible for some resources where not all
steps may be relevant, e.g. minerals):

e Extraction or use: of minerals, crude oil, water or soil, etc.

e Fate: (physical) changes to local conditions in the environment, e.g. soil organic
carbon content, soil permeability, groundwater level, soil albedo, release of
stored carbon, etc.



10 Life Cycle Impact Assessment 179

e Exposure: change in available quantity, quality or functionality of a resource
and potential competition among several users (human or ecosystems, with
different degrees of ability to adapt and/or compensate), e.g. habitat loss,
dehydration stress, soil biotic productivity, etc.

o Effects: adverse effects on directly affected users that are unable to adapt or
compensate (e.g. diseases due to lower water quality, migration or death of
species due to lack of water or habitat, malnutrition, etc.) and contributions to
other impact pathways (e.g. global warming due to change in soil albedo or
released soil carbon)

e Damage: distinguishing the severity of observed effects by quantifying the
reduction of biodiversity, or human health of a population affected (although not
yet common practice, this may even go as far as including social effects such as
war on water access)

This mechanism will have specific features and may vary significantly between
impact categories, but the principle remains valid for all extraction-related impact
categories, currently being:

e Land Use (affecting biotic productivity, aquifer recharge, carbon sequestration,
albedo, erosion, mechanical and chemical filtration capacity, biodiversity, etc.)

e Water use (affecting human health, aquatic ecosystems, terrestrial ecosystems)

e Abiotic resource use (fossil and mineral) affecting the future availability of the
non-renewable abiotic resources

e Biotic resource use (e.g. fishing or wood logging) affecting the future avail-
ability of the renewable biotic resources and the ecosystems from which they are
harvested.

10.2.3.5 The Impact Indicator

The starting point of the environmental mechanism is set by an environmental
intervention in the form of an elementary flow in the LCI, and the contribution from
the LCI flow is measured by the ability to affect an indicator for the impact category
which is selected along the cause—effect chain of the impact category. Apart from
the feasibility of modelling the indicator, this selection should be guided by the
environmental relevance of the indicator. For example, there is limited relevance in
choosing human exposure to the substance as an indicator for its human health
impacts, because even if a substance is taken in by a population (i.e. exposure can
be observed and quantified), it might not cause any health effect due to a low
toxicity of the substance, and this would be ignored if a purely exposure-based
indicator was chosen. In general, the further down the cause—effect chain an indi-
cator is chosen, the more environmental relevance (and meaning) it will have.
However, at the same time the level of model and parameter uncertainty may
increase further down the cause—effect chain, while measurability decreases (and
hence the possibility to evaluate and check the result against observations that can be
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directly linked to the original cause). Contrary to a frequent misconception, that does
not mean that the total uncertainty (i.e. including all its sources, not just parameter and
model uncertainty) of an indicator increases when going further down the cause—effect
chain, because the increase in parameter and model uncertainty is compensated by an
increase in environmental relevance. If the latter is low (as is the case for indicators
placed early in the cause—effect chain) the relationship of an indicator to an envi-
ronmental issue is assumed but not modelled and thus hypothetical and therefore
uncertain. A detailed discussion on these issues can be found in Chap. 11.

To select the impact indicator, developers must therefore strike a compromise
between choosing an indicator of impact:

1. Early in the environmental mechanism, giving a more measurable (e.g. in the
lab) result but with less environmental relevance and more remote from the
concerns directly observable in the environment

Versus

2. 2. Downstream in the environmental mechanism, giving more relevant but hardly
verifiable information (e.g. degraded ecosystems, affected human lifetime)

This has led to the establishment of two different types of impact categories,
applying indicators on two different levels of the environmental mechanism: mid-
point impact indicators (representing option 1 from above) and endpoint impact
indicators (representing option 2).

10.2.3.6 Midpoint Impact Indicators

When the impact assessment is based on midpoint impact indicators, the classifi-
cation gathers the inventory results into groups of substance flows that have the
ability to contribute to the same environmental effect in preparation for a more
detailed assessment of potential impacts of the environmental interventions,
applying the characterisation factors that have been developed for the concerned
impact category. For example, all elementary flows of substances that may have a
carcinogenic effect on humans will be classified in the same midpoint category
called “toxic carcinogen” and the characterisation will calculate their contribution to
this impact. Typical (and emerging) midpoint categories (including respective
sub-categories/impact pathways) are:

Climate change

Stratospheric ozone depletion

Acidification (terrestrial, freshwater)
Eutrophication (terrestrial, freshwater, marine)
Photochemical ozone formation

Ecotoxicity (terrestrial, freshwater, marine)
Human toxicity (cancer, non-cancer)
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Particulate matter formation
Ionising radiation (human health, aquatic and terrestrial ecosystems)
e Land Use (biotic productivity, aquifer recharge, carbon sequestration, albedo,
erosion, mechanical and chemical filtration capacity, biodiversity)
e Water use (human health, aquatic ecosystems, terrestrial ecosystems, ecosystem
services)
Abiotic resource use (fossil and mineral)
Biotic resource use (e.g. fishing or wood logging)
Noise
Pathogens

The characterisation at midpoint level of the elementary flows in the life cycle
inventory results in a collection of midpoint impact indicator scores, jointly referred
to as the characterised impact profile of the product system at midpoint level. This
profile may be reported as the result of the life cycle impact assessment, and it may
also serve as preparation for the characterisation of impacts at endpoint level.

10.2.3.7 Endpoint Impact Indicators

Additional modelling elements are used to expand or link midpoint indicators to
one or more endpoint indicator (sometimes also referred to as damage or severity).
These endpoint indicators are representative of different topics or “Areas of
Protection” (AoP) that “defend” our interests as a society with regards to human
health, ecosystems or planetary life support functions including ecosystem services
and resources, for example. As discussed, endpoint indicators are chosen further
down the cause—effect chain of the environmental mechanism closer to or at the
very endpoint of the chains—the Areas of Protection. The numerous different
midpoint indicators therefore all contribute to a relatively small set of endpoint
indicators as can be observed in Fig. 10.2. Although, different distinctions are
possible and exist, typical endpoint indicators are:

e Human health
e Ecosystem quality or natural environment
e Natural resources and ecosystem services

Therefore, the same list of impact categories as for midpoint indicators (see
above) applies to endpoint indicators but with a further distinction regarding which
of the three AoPs are affected (e.g. climate change usually has one midpoint
indicator, but two endpoint indicators, one for human health and one for ecosystem
quality—see Fig. 10.2). All endpoint indicators for the same AoP have a common
unit and can be summed up to an aggregated impact score per AoP (assuming equal
or different weighting of each endpoint indicator). Before aggregation, however, an
environmental profile on endpoint level is as detailed as on midpoint level and
allows for a contribution analysis of impact categories per AoP (e.g. which impact
category contributes the most to human health impacts). On midpoint level,
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Inventory results Midpoint Endpoint Area of protection

Climate change Human health
Stratospheric ozone depletion

Human toxicity (cancer or non-

cancer)

Particulate matter formation

lonising radiation (humans and
ecosystems)

Photochemical ozone
formation Natural Environment

Acidification (terrestrial,
freshwater)

Elementary flows

Eutrophication (terrestrial,
freshwater, marine)

Ecotoxicity (terrestrial,
freshwater, marine)

Land use
Natural resources

Water use

Resource use (mineral,
fossil, biotic)

Fig. 10.2 Framework of the ILCD characterisation linking elementary flows from the inventory
results to indicator results at midpoint level and endpoint level for 15 midpoint impact categories
and 3 areas of protection [adapted from EC-JRC (2010b)]

aggregation and contribution analysis of multiple impact categories are only pos-
sible after applying normalisation and weighting.

There are three frequent misconceptions related to that:

1. Misconception: Applying normalisation, weighting and aggregation to midpoint
indicator results is the same as calculating endpoint indicator results. Or in other
words, midpoint indicator results that are normalised, weighted and aggregated
into one impact score per AoP have the same unit as endpoint indicator results
aggregated into one impact score per AoP. Therefore, both results are identical.
Fact: Even though the unit of both aggregated indicators is the same, their
numerical value and their physical meaning are completely different. They are
not identical and cannot be interpreted in the same way.

2. Misconception: Changing from midpoint to endpoint characterisation implies a
loss of information due to aggregation from about 15 midpoints into only three
endpoint indicators.

Fact: Before aggregation is applied, endpoint indicators are constituted for the
same amount of impact categories as on midpoint level, but not every impact
category contributes to each AoP (e.g. mineral resource depletion does not
contribute to human health impacts). Therefore, the same analysis of contribution
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per impact category is possible as for normalised and weighted midpoint indi-
cators while avoiding the need for normalisation and weighting and the associ-
ated increased uncertainty and change in meaning.

3. Misconception: Endpoint characterisation is more uncertain than midpoint
characterisation.
Fact: This may be the case when looking at a limited set of sources of uncer-
tainty and how they contribute to the uncertainty of the value of the indicator.
However, when considering all relevant sources of uncertainty and the relevance
of the indicator for the decision at hand, the choice of indicator has no influence
on the uncertainty of the consequences of the decision. This is discussed in
detail in Chap. 11.

To go from midpoint to endpoint indicator scores, additional midpoint-to-
endpoint characterisation factors (sometimes also referred to as severity or damage
characterisation factors) are needed, expressing the ability of a change in the
midpoint indicator to affect the endpoint indicator. In contrast to the midpoint
characterisation factors which reflect the properties of the elementary flow and
hence are elementary flow-specific, the midpoint-to-endpoint characterisation fac-
tors reflect the properties of the midpoint indicator and there is hence only one per
midpoint impact category. Some LCIA methods only support endpoint character-
isation and here the midpoint and midpoint-to-endpoint characterisation is com-
bined in one characterisation factor.

10.2.3.8 Midpoint or Endpoint Assessment?

Next to the relationship between environmental relevance and various sources of
uncertainty discussed above (and in more detail in Chap. 11), the possibility to
aggregate information from midpoint to endpoint level while avoiding normalisa-
tion has the advantage of providing more condensed information (fewer indicator
results) to consider for a decision, while still being transparent as to which impact
pathway(s) are the main causes of these damages. Instead of perceiving midpoint
and endpoint characterisation as two alternatives to choose from, it is recommended
to conduct an LCIA on both midpoint and endpoint level (using an LCIA method
that provides both) to support the interpretation of the results obtained and which
complement each other respectively.

10.2.3.9 Time Horizons and Temporal Variability?

Environmental impacts caused by an intervention will require different amounts of
time to occur, depending on the environmental mechanism and the speed at which
its processes take place. This means that next to the fact that the numerous ele-
mentary flows of an LCI may occur at different moments in time during the life
cycle of the product or service assessed (which may be long for certain products
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like buildings for example), there is also a difference in the lag until their impacts
occur. However, the way LCA is currently conducted, potential impacts are
assessed as if interventions and potential impacts were happening instantly,
aggregating them over time and over the entire life cycle. This means that these
potential impacts need to be interpreted as a “backpack™ of potential impacts
attributable to the product or service assessed.

Next to such temporal variability, another potential source of time-related in-
consistency in LCA is the problem of applying different time horizons for different
impact categories. These time horizons are sometimes explicit (e.g. the 20 and
100 years’ time horizons for global warming potentials), but in most cases implicit
in the way the environmental mechanism has been modelled (e.g. over what time
horizon the impact has been integrated). This may result in a mixing of different
time horizons for different impacts in the same LCIA, which may have implications
for the interpretation of LCA results. For example, methane has a lifetime much
shorter than CO,. Therefore, depending on the time horizon chosen, the charac-
terisation of methane will change. This is directly connected to the question of how
to consider potential impacts affecting current and immediate future generations
versus those affecting generations in a more distant future.

Another issue concerns the temporal course of the emission and its resulting
impacts. While some impacts may be immediately (i.e. within a few years) tangible
and directly affecting a larger number of individuals (human or not), some impacts
may be very small at any given moment in time, but permanently occurring for tens
to hundreds of thousands of years (e.g. impacts from heavy metal emissions from
landfills or mine tailings). Between these two illustrative extremes, lies any possible
combination of duration versus severity.

10.2.3.10 Spatial Variability and Regionalisation?

Some impacts are described as global because their environmental mechanism is the
same regardless where in the world the emission occurs. Global warming and
stratospheric ozone depletion are two examples. Other impacts, such as acidification,
eutrophication or toxicity may be classified as regional, affecting a (sub-)continent or
a smaller region surrounding the point of emission only. Impacts affecting a small
area are designated as local impacts, water or direct land-use impacts on biodiversity
for example. Whereas for global impact categories the site where the intervention
takes place has no considerable influence on the type and magnitude of its related
potential impact(s), for regional or local impacts this may influence the magnitude of
the potential impact(s) up to several orders of magnitude (e.g. a toxic emission taking
place in a very large and densely populated city or habitat versus somewhere remote
in a large desert). This spatial variability can be dealt with in two ways:

e Identification and modelling of archetypal emission/extraction situations and
their potential impacts (e.g. toxic emission into urban air, rural air or remote air)
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or spatialized archetypes (e.g. city-specific emissions, formation and back-
ground concentrations of particulate matter and related mortality rates)

Or

e Modelling impacts with a certain degree of spatial resolution (e.g.
sub-continental, country-level, sub-water-shed level or GPS grid-based),
allowing for a characterisation which can be specific to any given place of
emission or extraction

Both solutions require that the place of emission/extraction is known for each flow
in the inventory—either explicitly (e.g. by country or geographical coordinates such
as latitude and longitude) or regarding the most representative archetype. In order to
support a spatially differentiated impact assessment, the life cycle inventory must thus
not be aggregated to present one total intervention per elementary flow since this will
lose the information about location of the interventions which is needed to select the
right CF. Otherwise, generic global average CFs need to be used, leading to a higher
uncertainty due to the spatial variability not considered in the characterisation. In
contrast to the site-generic LCIA method, which provides one CF per combination of
elementary flow and intervention/emission compartment, the spatially differentiated
characterisation method provides one CF per combination of elementary flow,
intervention/emission compartment and spatial unit. For grid-based methods, this
may amount to thousands of CFs for each contributing elementary flow.

It depends on the impact category and emission situation to evaluate whether a
spatial or archetypal setup will give the more accurate solution (e.g. urban/rural
differences in particulate matter-related health effects might not be captured by spatial
models with typical resolutions lower than 10 x 10 km? at the global scale, whereas
an archetypal model distinguishing between urban and rural emission situations
would capture such differences). It should be noted that country-based characterisa-
tion is not meaningful from a scientific point of view, as most impacts are not influ-
enced by political borders, although from a practical data-availability point of view
this currently not unusual practice is understandable and normally an improvement to
not considering the spatial variation at all. It should furthermore be noted that most
currently available LCA software fails to support spatially differentiated characteri-
sation, and therefore most LCAs are performed using the site-generic CFs.

10.2.3.11 The Units?

The unit of CFs for midpoint impact categories is specific for each category and
LCIA method chosen, and therefore discussed in detail in the corresponding section
dedicated in detail to each LCIA method in Chap. 40. However, two different
approaches can be identified—expression in absolute form as the modelled indi-
cator result (e.g. area of ecosystem exposed above its carrying capacity per kg of
substance emitted for acidification) or expression in a relative form as that emission
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of a reference substance for the impact category which would lead to the same level

of impact (e.g. kg CO,-equivalents/kg of substance emitted for climate change).
In contrast, endpoint CFs are typically expressed in absolute units and the units are

relatively common between those LCIA methods that cover endpoint modelling:

Human health: [years] expressed as DALY (Disability-Adjusted Life Years). This
unit is based on a concept proposed by Murray and Lopez (1996) and used by the
World Health Organisation. It considers different severity contributions defined as
“Years of Life Lost per affected Person” YLL,, [year/disease case] and “Years of
Life lived with a Disability per affected Person” YLD, [years/disease case]. These
statistical values are calculated on the basis of number and age of deaths (YLL) and
disabilities (YLD) for a given disease. This information can be combined into a
single indicator using disability weights for each type of disability to yield the
“Disability Adjusted Life Years per affected Person” DALY, [year/person].

Ecosystem quality or Natural environment: [m” year] or [m® year] expressed as
Potentially Disappeared Fraction (PDF). It can be interpreted as the time and area
(or volume) integrated increase in the disappeared fraction of species in an
ecosystem [dimensionless] per unit of midpoint impact indicator increase. It
essentially quantifies the fraction of all species present in an ecosystem that
potentially disappears (regardless whether due to death, reduced reproduction or
immigration) over a certain area or volume and during a certain length of time.
Different ecosystems have different numbers of species that can be affected by the
impact and it is necessary to correct for such differences when aggregating the
potentially disappeared fractions of species across the different impact categories at
endpoint (i.e. a PAF of 0.5 for 10 species represents 5 species potentially lost,
whereas the same PAF for 1000 species represents 500 species potentially lost).

Resource depletion and ecosystem services: Different approaches exist and since
there is still no common perception of what the area of protection for resources is
(Hauschild et al. 2013), there is also no consensus forming on how to model
damage in the form of resource depletion. Some proposals focus on the future costs
for extraction of the resource as a consequence of current depletion, and these
divide into costs in the form of energy or exergy use for future extraction (measured
in MJ) or monetary costs (measured in current currency like USD, Yen or Euro).

10.2.3.12 Uncertainties?

Uncertainties can be important in LCIA and contribute substantially to overall
uncertainty of an LCA result. For some impact categories, this contribution may be
much larger than that of the LCI. At the same time, it is also crucial to be aware that
large uncertainty is by no means a valid reason to exclude an impact category from
the assessment. One of the more uncertain impact categories is human toxicity and it
has to be capable of dealing with hundreds to thousands of different elementary
flows, which may differ by more than 20 orders of magnitude in their impact
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potential, due to the sheer number of substances (i.e. elementary flows) that may be
assigned to this category and the variation in their environmental persistence and
potential toxicity. It is much more certain to consistently characterise an impact
category to which only a handful of elementary flows are assigned showing impact
potentials that range only three or four orders of magnitude from the least to the most
impacting elementary flow (e.g. eutrophication, acidification or global warming).

With the exception of photochemical ozone formation, there is no other impact
category that covers even 100 different elementary flows. In this respect, there is
hence a factor of >1000 between other impact categories and the toxicity categories
(human health and ecotoxicity). This means that due to the large variety of sub-
stances with a toxicity potential, there will always be a very large uncertainty
inherent in these categories, although developers will eventually be able to lower
some of the model and parameter uncertainties currently observed. Excluding them
from the assessment because of their uncertainty would therefore mean that toxicity
would never be considered in LCA, which clearly risks violating the goal of LCA to
avoid problem-shifting from one impact category to another. Besides, the uncer-
tainty of assigning a zero-impact to a potentially toxic elementary flow by
neglecting the toxicity impact categories is certainly higher than the inherent
uncertainty of the related characterisation factors.

The solution rather lies in the way we interpret such inherently uncertain impact
potentials, whereas a more certain impact indicator may allow for identifying the
exact contribution of each elementary flow to the total impact in this category,
toxicity indicators allow for identifying the (usually 5-20) largest contributing
elementary flows, which will constitute >95% of the total impact. A further dis-
tinction between these will not be possible due to their uncertainty. Assuming that
an average and complete LCI may contain several hundreds of potentially toxic
elementary flows, one can then disregard all the remaining (several hundred) flows
due to their low contribution to total toxicity. A further discussion and recom-
mendations can be found in Rosenbaum et al. (2008).

Overall uncertainty in LCA is comprised of many different types of uncertainty as
further discussed in Chap. 11. Variability (e.g. spatial or temporal/seasonal) may also
be an important contributor, which should by principle be considered separately, as its
contribution can be reduced to a large extent by accounting for it in the characterisation
as discussed above for spatial variability and regionalised LCI and LCIA. Uncertainty
in LCIA can only be reduced by improved data or model quality, essentially coming
from updated LCIA methods, which is a good reason for a practitioner to keep up with
the latest developments in LCIA, which may well lead to less uncertain results than the
method one has been using for ten years. Most existing LCIA methods do not present
information about the uncertainty of the characterisation factors.

10.2.3.13 What Are the Main Assumptions?

In current LCIA methods, some assumptions are considered as a basic requirement
in the context of LCA:
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Steady-state: Although exceptions exist, LCIA models are usually not dynamic
(i.e. representing the variation of an environmental system’s state over time and
for specific time steps), but represent the environment as a system in steady
state, i.e. all parameters which define its behaviour are not changing over time.
Linearity: As life cycle inventory (LCI) data are typically not spatially and/or
temporally differentiated, integration of the impact over time and space is
required. In LCIA, this leads to the use of characterisation models assuming
steady-state conditions, which implies a linear relationship between the increase
in an elementary flow and the consequent increase in its potential environmental
impact. In other words, e.g. doubling the amount of an elementary flow doubles
its potential impact.

Marginal versus average modelling: These terms are used in different ways and
meanings in the LCA context; here they describe two different impact modelling
principles or choices: a marginal impact modelling approach represents the
additional impact per additional unit emission/resource extraction caused by the
product system on top of the existing background impact (which is not caused
by the modelled product system). This allows, e.g. considering nonlinearity of
impacts depending on local conditions like high or low background concen-
trations to which the product systems adds an additional emission). An average
impact modelling approach is strictly linear and represents an average impact
independent from existing background impacts, which is similar to dividing the
overall impact by the overall emissions. This is further discussed by Huijbregts
et al. (2011). Note that marginal and average modelling are both suitable for
small-scale interventions such as those related to a product or service. However,
when medium-scale or large-scale interventions (or consequences) are to be
assessed, the characterisation factors should represent non-marginal potential
impacts and may also have to consider nonlinearity.

Potential impacts: LCIA results are not actual or predicted impacts, nor
exceedance of thresholds or safety margins, or risk. They are relative expres-
sions of impacts associated with the life cycle of a reference unit of function
(=functional unit), based on inventory data which are integrated over space and
time, representing different locations and time horizons and based on impact
assessment data which lack information about the specific conditions of the
exposed environment.

Conservation of mass/energy and mass/energy balance: Mass/energy cannot be
created or disappear, it can only be transferred. Following this principle, pro-
cesses of transport or transformation of mass or energy are (or at least should be)
modelled assuming that the mass/energy balance is conserved at all times.
Parsimony: This refers to the basic modelling principle of “as simple as possible
and as complex as necessary”, an ideal balance that applies to LCIA charac-
terisation models as well as to the entire LCA approach.

Relativity: LCA results are relative expressions of impacts that relate to a
functional unit and can be compared between different alternatives providing the
same function (e.g. option A is more environmentally friendly than option B).
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An absolute interpretation of LCA results (e.g. option A is sustainable, option B
is not) is not advisable as it requires a lot of additional assumptions.

e Best estimates: A fundamental value choice in LCA is not to be conservative,
precautionary or protective, but to focus on avoiding any bias between com-
pared scenarios by assuming average conditions, also referred to as best esti-
mates. Products or services assessed in LCA are typically not representing one
specific example (e.g. with a serial number or from a specific date), but an
average, often disregarding whether a specific life cycle process took place in
summer or winter, during the day or night, etc. As discussed by Pennington
et al. (2004), LCA is a comparative assessment methodology. Direct adoption of
conservative regulatory methodology and data is often not appropriate, and
should be avoided in LCIA in order not to bias comparison between impact
categories where different levels of precaution may be applied.

10.3 Optional Steps According to ISO 14040/14044

10.3.1 Normalisation

The indicator scores for the different midpoint indicators are expressed in units that
vary between impact categories and this makes it unfeasible to relate them to each
other and to decide which of them are large and which small. To support such
comparisons, it is necessary to put them into perspective, and this is the purpose of
the normalisation step, where the product system’s potential impacts are compared
to those of a reference system like a country, the world or an industrial sector. By
relating the different impact potentials to a common scale they can be expressed in
common units, which provide an impression of which of the environmental impact
potentials are large and which are small, relative to the reference system.
Normalisation can be useful for:

e Providing an impression of the relative magnitudes of the environmental impact
potentials
Presenting the results in a form suitable for a subsequent weighting
Controlling consistency and reliability

e Communicating results

Typical references are total impacts per impact category per:

Geographical zone which can be global, continental, national, regional or local
Inhabitant of a geographical zone (e.g. expressing the “environmental space”
occupied per average person)

e Industrial sector of a geographical zone (e.g. expressing the “environmental
space” occupied by this product system relative to similar industrial activities)
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e Baseline reference scenario, such as another product system (e.g. expressing the
“environmental space” occupied by this product system relative to a similar
reference system using best available technology)

Using one of the first three reference systems listed above is also referred to as
external normalisation. Using the last reference system in the list is also called
internal normalisation when the reference scenario is one of the compared alter-
natives, such as the best or worse of all compared options or the baseline scenario
representing, e.g. a current situation that is intended to be improved or a virtual or
ideal scenario representing a goal to be reached. Normalised impact scores, when
using internal normalisation, are often communicated as percentages relative to the
reference system. In the illustrative case on window frames in Chap. 39 an internal
normalisation is applied using the wooden frame window as reference (indexing it
to 100%) to reveal how the studied alternatives compare to this baseline choice. The
study also applies external normalisation in order to compare the size of the dif-
ferent midpoint impact scores with the European person equivalent impact scores
that is provided as default normalisation references for the LCIA method applied in
the study (the ILCD method).

In practice, an LCIA method generally provides normalisation factors for use
with its characterisation factors. The normalisation factors should be calculated
using the same characterisation factors for the reference inventory as used for the
inventory of the product system. Normalisation factors from different LCIA
methods thus cannot be mixed or combined with characterisation factors from
another LCIA method. This means that as an LCA practitioner you are usually
limited to the reference system chosen by the LCIA method developers.
Normalisation is applied using normalisation factors (NF). These are essentially
calculated per impact category by conducting an LCI and LCIA on the reference
system, i.e. quantifying all environmental interventions E for all elementary flows
i for the reference system and applying the characterisation factors CF per ele-
mentary flow i, respectively, for each impact category c. Although not obligatory,
the normalisation reference is typically divided by the population P of the reference
region r, in order to express the NF per average inhabitant of the reference region
(per capita impacts or “person equivalents”). This way, a total impact of the ref-
erence system per impact category is calculated, resulting in one NF per impact
category c:

NF, = (M)l (10.2)

P,

Ensuring consistency, the LCI data used to calculate a NF need to represent a
common reference year and duration of activity (typically one year, being the
reference year) for all impact categories. This results in NF having a unit expressing
an impact per person and year, also referred to as person equivalent. A normalised
impact score NS for a product system is calculated by multiplying the calculated
impact score IS for the product system by the relevant NF per impact category c:
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NS, = IS, - NF, (10.3)

Two different approaches exist for collection of inventory data for the calcula-
tion of NFs (with the exception for global NFs, where both approaches give equal
results):

e Production-based (or top-down), representing the interventions taking place in
the reference region as result of the total activities in the region

e Consumption-based (or bottom-up), representing the interventions that are
caused somewhere in the world as consequence of the consumption taking place
in the reference region (and thus representing the demand for industrial and
other activities within and outside the reference region)

Other ways to derive NF (although somewhat bordering to weighting already)
are to base them on a conceptual “available environmental space”. This can be
determined using, e.g. political targets for limits of environmental interventions or
impacts for a given duration and reference year (i.e. “politically determined envi-
ronmental space” being the average environmental impact per inhabitant if the
political reduction targets are to be met), or a region’s or the planet’s carrying
capacity (i.e. “environmental space” being the amount of environmental interven-
tions or impacts that the region or planet can buffer without suffering changes to its
environmental equilibrium within each impact category). The latter would require
knowing the amount of impact that a region or the planet can take before suffering
permanent damage, which is a concept associated with much ambiguity and hence
very uncertain to quantify. There is increasing focus on science-based targets in the
environmental regulation with the 2 °C ceiling for climate change as the most
prominent example, and this may lead to future consensus building on
science-based targets also for some of the other impacts that are modelled in LCIA.
Political targets are often determined at different times and apply to different periods
of time. In order to ensure a consistent treatment of each impact category, it is
necessary to harmonise the target values available so that all targets for any given
intervention are converted to apply to the same period and reference year. The
targets can be harmonised by interpolating or extrapolating to a reduction target for
a common target year, computed relative to interventions in the reference year.
More details can be found in Hauschild and Wenzel (1998).

Caution is required when interpreting normalised LCA results! Applying nor-
malisation harmonises the metrics for the different impact potentials and brings
them on a common scale, but it also changes the results of the LCA and conse-
quently may change the conclusions drawn from these. Since there is no one
objectively correct choice of reference systems for normalisation, the interpretation
of normalised LCA results must therefore always be done with due consideration of
this choice of normalisation reference. A few main issues that need to be considered
when interpreting normalised LCA results are:

e Depending on the size of and activities reflected in the reference system, dif-
ferent biases may be introduced in the comparison of the impact scores of a
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product system. As a general principle, the larger the reference system, the lesser
the risk of such bias when normalising against the background activities of
society.

e While supporting comparison of results across impact categories, normalised
LCA results cannot be interpreted as reflecting a weight or importance of one
impact category relative to others. Normalisation helps to identify the impacts
from the product system that are large compared to the chosen reference system,
but large is not necessary the same as important. It is therefore not suitable as the
only basis for identification of key issues/impacts in a product system, unless
explicitly required by the goal and scope definition (e.g. evaluating the envi-
ronmental impact contribution of a product system to a reference system which
it is part of).

e Unless (a) the reference system is global or (b) all environmental interventions
of the product system assessed take place in the same region as those of the
reference system, the direct interpretation of normalised impacts as contributions
to or fractions of the reference system is misleading because parts of the life
cycle of the product or service take place in different regions of the world,
including outside the reference system.

By expressing the different impact scores on a common scale, normalisation can
also help checking for potential errors in the modelling of the product system. If the
results are expressed in person equivalents, it is possible to spot modelling errors
leading to extremely high or low impacts in some of the impact categories—Ilike
frequent unit errors when emissions are expressed in kg instead of g. Looking
across the impact category results in a normalised impact profile, it is also possible
for the more experienced LCA practitioner to check whether they follow the pattern
that would be expected for this type of product or service.

Although characterisation and aggregation at endpoint level leads to fewer im-
pact scores (typically three), normalisation may still be useful with the same pur-
poses as normalisation at midpoint level. The calculation and application of the
endpoint normalisation references follows the same procedure as for midpoint
normalisation, just applying combined midpoint and endpoint characterisation
factors in Eq. 10.2.

10.3.2 Weighting (and Aggregation)

Weighting can be used to determine which impacts are most important and how
important they are. This step can only be applied after the normalisation step and
allows the prioritisation of impact categories by applying different or equal weights
to each category indicator. It is important to note that there is no scientific or
objective basis for this step. This means that, no matter which weighting method or
scheme is applied, it will always be based on the subjective choices of one person
or a group of individuals. Weighting can be useful for:
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e Aggregating impact scores into several or one single indicator (note that
according to ISO 14040/14044 there is no scientific basis on which to reduce the
results of an LCA to a single result or score because of the underlying ethical
value-choices)

e Comparing across impact categories

e Communicating results applying an underlying prioritisation of ethical values

Note that in all of these cases weighting is applied, either implicitly or explicitly!
Even when applying no explicit weighting factors in the aggregation by simply
summing up impact scores, there is always an implicit equal weighting (all
weighting factors = 1) inherently applied when doing any of the above. According
to ISO 14044, weighting is not permitted in a comparative assertion disclosed to the
public and weighted results should always be reported together with the
non-weighted ones in order to maintain transparency. The weighting scheme used
in an LCA needs to be in accordance with the goal and scope definition. This
implies that the target group including their preferences and the decisions intended
to be supported by the study need to be considered, making shared values crucial
for the acceptance of the results of the LCA. This can pose important problems due
to the variety of possible values among stakeholders, including:

Shareholders
Customers

Employees

Retailers

Authorities

Neighbours

Insurance companies
NGOs (opinion leaders)

It may not be possible to arrive at weighting factors that will reflect the values of
all stakeholders so focus will typically have to be on the most important stake-
holders, but is it possible to develop one set of weighting factors that they will all
agree on? If this is not the case, several sets of weighting factors may have to be
applied, representing the preferences of the most important stakeholder groups.
Sometimes the use of the different sets will lead to the same final recommendations
which may then satisfy all the main stakeholders. When this is not the case, a
further prioritisation of the stakeholders is needed, or the analysed product system
(s) must be altered in a way that allows an unambiguous recommendation across the
applied weighting sets.

The weighting of midpoint indicators should not be purely value-based. More, to
some extent, science-based criteria for importance of environmental impacts may be:

e Probability of the modelled consequences, how certain are we on the modelled
cause—effect relations?
e What is the resilience of the affected systems?
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Existence of impact thresholds—in the characterisation modelling we typically
assume linear cause—effect relationships for the small interventions in the pro-
duct system, but in the full environmental scale, there may be impact levels that
represent tipping points beyond which much more problematic effects occur.
If so, then how far are we from such critical impact levels—is this an important
concern in the near future?

Severity of effect and gravity of consequences—disability, death, local extinc-
tion, global extinction

Geographical scale

Population density is essential for the impacts on human health.

Possibility to compensate/adapt to impact

Temporal aspects of consequences—when will we feel the consequences, and
for how long?

Is the mechanism reversible, can we return to current conditions if we stop the
impacts?

Indeed, many of these science-based criteria are attempted to be included in the

environmental modelling linking midpoint indicators to endpoint indicators, and
midpoint-to-endpoint characterisation factors may thus be seen as science-based
weighting factors for the midpoint impact categories.

Different principles applied to derive weighting factors are:

Social assessment of the damages (expressed in financial terms like willingness
to pay), e.g. impact on human health based on the cost that society is prepared to
pay for healthcare (e.g. used in EPS and LIME LCIA methods)

Prevention costs (to prevent or remedy the impact through technical means), e.g.
the higher the costs, the higher the weighting of the impact

Energy consumption (to prevent or remedy the impact through technical means),
e.g. the higher the energy consumption, the higher the weighting of the impact
Expert panel or stakeholder assessment, e.g. weight attributed based on the
relative significance, from a scientific perspective (subjective to each expert), of
the different impact categories

Distance-to-target (politically or scientifically defined): degree at which the
targeted impact level is reached (distance from the target value), the greater the
distance, the more weight is assigned to the impact (e.g. used in EDIP,
Ecopoints and Swiss Ecoscarcity LCIA methods).

Social science-based perspectives, not representing the choices of a specific
individual, but regrouping typical combinations of ethical values and prefer-
ences present in society into a few, internally consistent profiles (e.g. used in
ReCiPe and Ecoindicator99 LCIA methods).

The latter approach is relatively widely used and applies three cultural per-

spectives, the Hierarchist, the Individualist and the Egalitarian (a forth perspective,
the Fatalist is not developed for use in LCA since the fatalist is expected not to be
represented among decision-makers, targeted by an LCA). For each cultural per-
spective coherent choices are described in Table 10.2 for some of the central
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Table 10.2 Cultural perspectives represented by preference with coherent choices (Hofstetter
1998)

Time perspective Manageability Required level of
evidence
H (Hierarchist) | Balance between short Proper policy can avoid Inclusion based on
and long term many problems consensus
I (Individualist) | Short term Technology can avoid Only proven effects
many problems
E (Egalitarian) | Very long term Problems can lead to All possible effects
catastrophe
Nature capricious Nature Perverse/Tolerant
(Fatalist’s View) (Hierarchist’s View)

e

Nature Benign Nature Ephemeral
(Individualist’s View) (Egalitarian’s View)

Fig. 10.3 Different archetypal perceptions of nature [adapted from Thompson (1990)]

assumptions made in the characterisation modelling and in the development of a set
of consistent weighting factors for each archetype.

The different archetypal views on nature and the related risk perceptions are
illustrated in Fig. 10.3. The dot represents the state of nature as a rolling ball,
shifted by human activities along the curve representing nature’s reaction to a shift.
Its position in the figures indicates the state of harmony between humans and nature
according to the four archetypal views.

10.3.3 Grouping

This step consists in placing the impact categories in one or several groups or
clusters (as defined in goal and scope) and can involve sorting or ranking, applying
one of two possible methods:
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e Sorting and clustering midpoint impact categories on a nominal basis (e.g.: by
characteristics such as emission-related and resource-related, or global, regional
or local spatial scales)

e Ranking the impact categories according to a set (subjective—based on ethical
value-choices) hierarchy (e.g.: high, medium or low priority)

10.4 Footprints Versus LCA

“I was exceedingly surprised with the print of a man’s naked foot on the shore,
which was very plain to be seen in the sand.” (Daniel Defoe, Robinson Crusoe,
1719). The meaning of the term “footprint” has largely evolved since Daniel
Defoe’s famous novel and is currently used in several contexts (Safire 2008). Its
appearance in the environmental field can be tracked back to 1992 when William
Rees published the first academic article on the thus-termed “ecological footprint”
(Rees 1992), which was further developed by him and Mathis Wackernagel in the
following years. Its aim is to quantify the mark left by human activities on natural
environment.

Since then, the mental images created by the word have contributed to its use as
an effective way of communicating on different environmental issues and raising
environmental awareness within the scientific community as well as among policy
communities and the general public. Since the early 2000s, several footprints have
thus emerged within the environmental field with different definitions and mean-
ings, ranging from improved ecological footprint methodologies to the represen-
tation of specific impacts of human activities on ecosystems or human health to a
measure of a specific resource use. Prominent examples are:

Ecological footprint focusing on land use (http://www.footprintnetwork.org)
Cumulative Energy Demand (CED) focusing on non-renewable energy
Material Input Per unit of Service (MIPS) focusing on material use

Water footprint focusing on water use volumetric accounting (http://
waterfootprint.org)

Water footprint focusing on water use impacts including pollution (ISO 14046)
Carbon footprint focusing on climate change (ISO 14064, ISO/TS 14067,
WRI/WBCSD GHG protocol, PAS 2050)

Later developments focused on the introduction of new environmental concerns
or enlarging the scope of footprints. Examples for such emerging footprints are:

e Chemical footprint focusing on toxicity impacts
e Phosphorus depletion footprint

As illustrated in Fig. 10.4, all footprints are fundamentally based on the life
cycle perspective and most of them focus on one environmental issue or area of
concern.


http://www.footprintnetwork.org
http://waterfootprint.org
http://waterfootprint.org
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Fig. 10.4 The fundamental difference in scope and completeness between LCA and footprints
while both apply the life cycle perspective

They can be applied to a large variety of assessment targets like products,
services, organisations, persons and populations, sites and regions, even countries
or the entire world. Their success in the last decades lies in their particular
strengths:

Easily accessible and intuitive concept
Easy to communicate about specific environmental issues or achievements with
non-environmental experts (policy and decision-making communities, general
public)

e Availability of data
Easy to perform
Wide range of assessment targets can easily be assessed

These strengths, however, also come with a number of important limitations:

e Their focus on one environmental issue does not inform about a potential
burden-shifting from one environmental issue (e.g. climate change) to another
(e.g. water availability). Therefore, while they allow for identification of the best
option for one environmental problem, they are not suitable to support decisions
regarding environmental sustainability, which need to consider all potential
environmental problems.

e Some footprints only assess the quantity of a resource used (e.g. ecological
footprint, CED, MIPS and volumetric water footprint), which is comparable to
the accounting of quantities used or emitted in the life cycle inventory (see
Chap. 9). Such footprints therefore do not inform about the associated envi-
ronmental consequences of the resources used or emissions accounted, and they
do not quantify potential impacts on a given area of protection. Among other,
this limitation compromises the comparability of footprints for different options
to choose from.

e Impact-based footprints (e.g. carbon footprint), at least historically, assess
impacts on midpoint level and hence do not reflect damages, which has
implications on their environmental relevance. However, with an increasing
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range of endpoint impact indicators available, this may be solved with science
advancing further.

e Different footprints can usually not be combined to enlarge their environmental
scope because their system boundaries (see Chaps. 8 and 9) are not aligned and
double counting of impacts becomes likely, which increases the risk of bias to
the comparison, the same way the omission of impacts does.

As mentioned above, the focus on single environmental problems has important
implications regarding the risks of using footprints in decision-making processes.
A study by Huijbregts et al. (2008) calculated 2630 product-specific ecological
footprints of products and services (e.g. energy, materials, transport, waste treat-
ment, etc.). They concluded that “Ecological footprints may [...] serve as a
screening indicator for environmental performance... [and provide] a more com-
plete picture of environmental pressure compared to non-renewable CED
[Cumulative Energy Demand]”, while also observing that “There are cases that may
[...] not be assessed in an adequate way in terms of environmental impact. For
example, a farmer switching from organic to intensive farming would benefit by a
smaller footprint for using less land, while the environmental burdens from
applying more chemicals [i.e. pesticides and fertilisers] would be neglected”. Thus,
the usefulness of the ecological footprint as a stand-alone indicator may often be
limited (Huijbregts et al. 2008).

The limitations of carbon footprints (i.e. the climate change impact indicator in
LCA) as environmental sustainability indicators was investigated by a study from
Laurent et al. (2012), who assessed the carbon footprint and 13 other impact scores
from 4000 different products, technologies and services (e.g. energy generation,
transportation, material production, infrastructure, waste management). They found
“that some environmental impacts, notably those related to emissions of toxic
substances, often do not covary with climate change impacts. In such situations,
carbon footprint is a poor representative of the environmental burden of products,
and environmental management focused exclusively on [carbon footprint] runs the
risk of inadvertently shifting the problem to other environmental impacts when
products are optimised to become more “green”. These findings call for the use of
more broadly encompassing tools to assess and manage environmental sustain-
ability” (Laurent et al. 2012).

This problem is demonstrated in Fig. 10.5, which shows the carbon footprint,
ecological footprint, volumetric water footprint and the LCA results for an illus-
trative comparison of two products A and B. If one had to choose between option A
and B, the decision would be different and thus depending on, which footprint was
considered, whereas LCA results provide the full range of potential impacts to
consider in the decision.

The large variety in footprints and their definitions and methodological basis in
combination with their wide use in environmental communication and marketing
claims, has resulted in confusing and often contradictory messages to buyers. This
ultimately limited the development and functioning of a market for green products
(Ridoutt et al. 2015, 2016). In response, a group of experts established under the
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Fig. 10.5 Comparing two products, which alternative would you choose? Examples of footprints
are indicated in green shading; impact categories commonly assessed in LCA are indicated in blue
shading

auspices of the UNEP/SETAC Life Cycle Initiative defined footprint as “Metric
used to report life cycle assessment results addressing an area of concern [the latter
specified as an] Environmental topic defined by the interest of society” (Ridoutt
et al. 2016). This definition underpins a footprint’s focus on environmental issues
particularly perceived by society (e.g. climate change or water scarcity) and allows
for a clear distinction to LCA, which is primarily oriented “toward stakeholders
interested in comprehensive evaluation of overall environmental performance and
trade-offs among impact categories” (Ridoutt et al. 2016) and related areas of
protection. This definition also recognises the inherent complexity of an environ-
mental performance profile resulting from an LCA study, which requires a certain
expertise to be correctly interpreted.

In conclusion, footprints are life cycle-based, narrow-scoped, environmental
metrics focusing on an area of concern. They are widely and easily applicable, as
well as easily understood by non-environmental experts and therefore straightfor-
ward to communicate. They are particularly useful for communication of envi-
ronmental problems or achieved improvements, as long as their use is restrained to
their coverage of environmental concerns and care is taken when interpreting them
(burden-shifting), particularly when results are disclosed to non-expert audiences
(e.g. public opinion). A footprint’s life cycle perspective can be an inspiring first
contact with the concept of life cycle thinking for the general public, and for policy
and decision-makers it often serves as an entry-door into the concept and
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methodology of LCA. Footprints have the ability to raise environmental awareness
and therefore are springboards towards the use of more-encompassing assessment
tools such as LCA. They can constitute a first step for organisations or companies,
who can already implement procedures as a preparation for full environmental
assessments. However, due to a footprint’s narrow scope and limited representa-
tiveness for a comprehensive set of environmental indicators, they are not suitable
for decision-support of any kind including product labels, ecodesign, policy-support
and the like.

10.5 Detailed Description of Impact Categories Currently
Assessed in LCA

The following sections document how the most commonly considered environ-
mental problems (i.e. impact categories) are handled in life cycle impact assess-
ment. lonising radiation is also a commonly addressed impact category in LCA, but
was not included in the detailed overview here due to its specificity to a limited
number of processes in the LCI. The impact categories are dealt with in sequence
going from global over regional towards local and addressing first the
emission-related and then the extraction-related categories. The common structure
of the sections is:

e What is the problem?

e What is the underlying environmental mechanism and how is it modelled in
LCIA?

e What are the human activities and elementary flows contributing most to the
problem? (emission-based categories only)

e What are the most widely used, existing LCIA characterisation models?

Beyond the classic list of impact categories discussed hereafter, there is a
number of emerging categories currently in the stage of research and development.
Though potentially relevant they have not yet reached sufficient methodological
maturity to be operational for the majority of practitioners and no or only few LCIA
methods have included them in their indicator set. Some examples are:

Biotic resources such as fish or wood

Noise

Pathogens

Salinization

Accidents

Impacts of Genetically Modified Organisms (GMO)

A profound comparison of existing LCIA methods was performed by Hauschild
et al. (2013) for the establishment of recommended LCIA models for the European
context. Taking Hauschild et al.’s work as a starting point, the tables in Chap. 40
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provide a complete and updated qualitative comparison of widely used LCIA
methods available in current LCA software.

10.6 Climate Change
10.6.1 Problem

The greenhouse effect of our atmosphere, discovered and explored from the early
19" century, is vital to life on our planet and has always existed since the dawn of
life on Earth. Without it the global average temperature of our atmosphere near the
ground would be —18 °C instead of currently 15 °C. Hence, there are natural
drivers and sources keeping it in balance (with periodical imbalances leading to
natural events such as ice ages). In addition to those, anthropogenic activities also
contribute to this effect increasing its intensity and creating global warming, which
refers to the phenomenon of rising surface temperature across the planet averaged
over longer periods of time. The Intergovernmental Panel on Climate Change
(2014a) (IPCC) defines climate change as “a change in the state of the climate that
can be identified (e.g. using statistical tests) by changes in the mean and/or the
variability of its properties, and that persists for an extended period, typically
decades or longer”. IPCC observed an acceleration of the rise in planetary surface
temperature in the last five to six decades, with the highest rates at the very northern
latitudes of the Arctic. Ocean temperatures are also on the rise down to a depth of at
least 3000 m and have so far absorbed most of the heat trapped in the atmosphere.
Tropospheric temperatures are following similar trends as the surface. Although,
still debated by few sceptics, most scientists agree on the presence of this effect with
anthropogenic activities as the main cause. These are also the focal point of LCIA
methodology and hence of this chapter.

Effects observed by IPCC with varying degrees of confidence based on statistical
measures (IPCC 2014a):

¢ Rise of atmospheric temperature with the last three decades from 1983 to 2012
being very likely the warmest 30-year period of the last 800 years in the
Northern Hemisphere and likely the warmest 30-year period of the last
1400 years

e Rise of ocean temperature in the upper 75 m by a global average of 0.11 °C per
decade from 1971 to 2010

e Melting of glaciers, snow and ice caps, polar sea ice and ice packs and sheets
(#polar sea ice) and permafrost soils

e Rise in global mean sea levels by 0.19 m over the period 1901-2010 (due to
thermal expansion and additional water from melting ice)

e Increase in frequency and intensity of weather-based natural disasters, essen-
tially due to increased atmospheric humidity and consequent changes in
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atmospheric thermodynamics (i.e. energy absorption via evaporation and con-

densation) and cloud formation

Intense tropical cyclone activity increased in the North Atlantic since 1970

Heavy precipitation and consequent flooding (North America and Europe)

Droughts

Wildfires

Heat waves (Europe, Asia and Australia)

Alteration of hydrological systems affecting quantity and quality of water

resources

e Negative impacts of climate change on agricultural crop yields more common
than positive impacts

e Shifting of geographic ranges, seasonal activities, migration patterns, abun-
dances and species interactions (including in biodiversity) by many terrestrial,
freshwater and marine species

e Changes in infectious disease vectors

The continuation and intensification of already observed effects as well as those
not yet observed (but predicted by models as potential consequences of further global
warming) depend on the future increase in surface temperature which is predicted
using atmospheric climate models and a variety of forecasted emission scenarios
ranging from conservative to optimistic. Given the inertia of atmospheric and
oceanic processes and the global climate, it is expected that global warming will
continue over the next century. Even if emissions of GHGs would stop immediately,
global warming would continue and only slow down over many decades. The fol-
lowing effects are not yet observed and highly debated in the scientific community;
hence consensus or general agreement regarding their likelihood is not established.
Nevertheless, they are possible impacts and should be seen as part of the possible
effects of global warming, especially when considering longer time horizons.

e Slowing down of the thermohaline circulation of cold and salt water to the ocean
floor at high latitudes of the northern hemisphere (e.g. Gulf stream), among
other things responsible for global heat distribution, oceanic nutrient transport,
the renewal of deep ocean water, and the relative mildness of the European
climate. This circulation as shown in Fig. 10.6 is driven by differences in the
density of water due to varying salinity and differences in water temperature,
and might be affected by freshwater inflow from melting ice, decreasing sea
water salinity and consequently reducing its density and the density gradient
between different oceanic zones.

e Increasing frequency and intensity of “El Nifio” events while decreasing that of
its counterpart “La Nifia” might be possible, although it is unclear to what extent
this is influenced by global warming. One possibility is that this effect only
occurs in the initial phase of global warming, while weakening again later when
the deeper layers of the ocean get warmer as well. Dramatic changes cannot be
fully excluded based on current evidence; therefore, this effect is considered a
potential tipping element in our climate.
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Cool subsurface flow

Fig. 10.6 “The big loop” takes 1500 years to circumnavigate the globe (NASA/JPL 2010, public
domain, http://www.jpl.nasa.gov/news/news.php?release=2010-101)

e Mobilisation and release of oceanic methane hydrate (water ice containing large
amounts of methane in its crystal structure) present in deep ocean sediments and
permafrost, could lead to further global warming and significantly affect the
atmospheric oxygen content. There is large uncertainty regarding the amounts
and size of reserves found under sediments on the ocean floors, but a relatively
sudden release of large amounts of methane hydrate deposits is believed to be a
main factor in the global warming of 6 °C during the end-Permian extinction
event (Benton and Twitchet 2003) when 96% of all marine species became
extinct 251 million years ago.

e Effects on Earth’s primary “lung”: phytoplankton which produces 80% of ter-
restrial oxygen and absorbs a significant share of CO,.

e In addition to the environmental effects discussed above, the human population
is likely to be affected by further severe consequences should other adaptation
strategies prove inefficient: disease, malnutrition and starvation, dehydration,
environmental refugees, wars and ultimately death.

e Nonlinearity of cause—effect chains, feedback and irreversible tipping points:
Although, in LCIA models, linearity of cause—effect chains is assumed, the
above discussed effects present several examples of mechanisms that are unli-
kely to depend linearly on the temperature increase, i.e. they will not change
proportionally in frequency and/or intensity per degree of change in global
temperature. Furthermore, they are likely to directly or indirectly influence each
other, causing feedback reactions adding further nonlinearity. Additionally,
some of these effects will be irreversible, changing the climate from one stable
state to another. This phenomenon is referred to as tipping points, and the
above-mentioned release of methane from methane hydrates and the alteration
of the Gulf stream are examples. Lenton et al. (2008) discuss a number of
additional potential tipping points.


http://www.jpl.nasa.gov/news/news.php%3frelease%3d2010-101
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e Forest dieback (Boreal forest, Amazon rainforest).
e Area encompassed by monsoon systems will increase with intensified
precipitation.

10.6.2 Environmental Mechanism

In principle, the energy reaching the Earth’s atmosphere from solar radiation and
leaving it again (e.g. via reflection and infrared radiation) is in balance, creating a
stable temperature regime in our atmosphere. As shown in Fig. 10.7, from the
sunlight reaching the Earth’s atmosphere, one fraction (~28%) is directly reflected
back into space by air molecules, clouds and the surface of the earth (particularly
oceans and icy regions such as the Arctic and Antarctic): this effect is called albedo.
The remainder is absorbed in the atmosphere by greenhouse gases (GHG) (21%)
and the Earth’s surface (50%). The latter heats up the planetary surface and is
released back into the atmosphere as infrared radiation (black body radiation) with a
longer wave length than the absorbed radiation. This infrared radiation is partially
absorbed by GHGs and therefore kept in the atmosphere instead of being released
into space, explaining why the temperature of the atmosphere increases with its
content of GHGs.

The Greenhouse Effect

o s

absorbed by the T y

Eanhl:t;asuff;ce Radiation is converted to heat energy, causing
the emission of longwave (infrared) radiation
back to the atmosphere

Fig. 10.7 The greenhouse effect (OUser: ZooFari/Wikimedia Commons/CC-BY-SA-3.0)
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A cause—effect chain for climate change is shown in Fig. 10.8 and can be

summarised as follows:

L.
. Transport, transformation and distribution of GHG in the atmosphere
. Disturbance of the radiation balance—radiative forcing (primary effect,

GHG emissions

midpoint)

. Increase in global temperatures of atmosphere and surface
. Increase in sea level due to heat expansion and the melting of land-based ice
. Increased water vapour content of the atmosphere causing more extreme

weather

. Negative effects on the ecosystems and human health (endpoint)

Until now the unanimously used climate change indicator on midpoint level in

LCA has been the Global Warming Potential, an emission metric first introduced in
the IPCC First Assessment Report (IPCC 1990) and continuously updated by IPCC

GHG emissions (CO,, Soot and aerosol Change in
CH,4, N,0, CFCs...) emissions Earth’s cover

Increased atmospheric Increased
concentrations albedo

Increased
radiative forcing

|

Increased
atmospheric
temperature

l

Extreme
weather
events

Melting of

Sea level rise )
land ice

Flooding Droughts

Damage to
human health

Damage to
ecosystems

Fig. 10.8 Impact pathway for climate change
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since then with the latest version in the Fifth Assessment Report (IPCC 2013).
Global warming potentials are calculated for each GHG according to:

(10.4)

where

e ¢, thermal radiation absorption (instant radiative forcing) following an increase
of one unit in the concentration of gas i
C,(f): Concentration of gas i remaining at time ¢ after emission
T: number of years for which the integration is carried out (e.g. 20 or 100 years)

GWP100-year is directly used in LCIA as the characterisation factor. As shown
above, it is the ratio of the cumulated radiative forcing over 100 years of a given
GHG and that of CO,, with the unit of kg CO,-eq/kg GHG. Therefore, GWP for
CO, is always 1 and a GWP100 for methane of 28 kg CO,-eq/kg methane (see
Table 10.3) means that methane has 28 times the cumulated radiative forcing of
CO, when integrating over 100 years. The difference in GWP20 and GWP100 for
methane shown in Table 10.3 is due to the fact that methane has a relatively short
atmospheric lifetime of 12 years compared to CO;’s lifetime which is at least one
order of magnitude higher, which means that methane’s GWP gets lower the longer
the time horizon over which it is integrated (i.e. sort of a ‘dilution’ of its effect over
a longer time). On the other hand a more persistent GHG such as nitrous oxide with
120 years lifetime has a similar value when integrating over 20 and 100 years and
the ‘time-dilution’ effect would only become visible when integrating over time
periods significantly longer than 120 years.

10.6.3 Emissions and Main Sources

Many greenhouse gases are naturally present in the atmosphere and contribute to
the natural greenhouse effect. Estimated main contributors to the natural greenhouse
effect are:

Table 10.3 Excerpt from the list of GWP (IPCC 2014a)

Substance Molecule Atmospheric Radiative GWP (kg CO,-eq/kg

lifetime (years) efficiency (W/ GHG)

(m” ppb)) 20 years | 100 years

Carbon CO, 1.37E-05 1 1
dioxide
Methane CH,4 12 3.63E—04 84 28
Nitrous N,O 121 3.00E—-03 264 265
oxide
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Water vapour: ~55%
Carbon dioxide (CO,): 39%
Ozone (03): 2%

Methane (CHy): 2%
Nitrous oxide (N,O): 2%

Anthropogenic water vapour emissions do not contribute to climate change as
the presence of water vapour is a function of atmospheric temperature and evap-
oration surfaces. For the other constituents however, anthropogenic sources for
CO,, CH,4 and N,O do contribute to increasing the greenhouse effect beyond its
natural state. Further relevant GHG emissions also include industrial volatile and
persistent halocarbons (chlorinated fluorocarbons including CFCs (“freons”),
HCFCs and perfluoromethane) and sulphur hexafluoride (SFs). GHG emissions are
attributable to almost any human activity. The most important contributing activ-
ities are: burning of fossil fuels and deforestation (including releasing carbon from
soil and change in albedo). Figure 10.9 shows the global contributions to GWP
from five major economic sectors for the year 2010. Industry, agriculture, housing
and transport are the dominating contributors to GHG emissions.

In addition to the greenhouse gases which all exert their radiative forcing in the
atmosphere over timespans of years to centuries, there are also more short-lived
radiative forcing agents that are important for the atmospheric temperature in a
more short-term perspective. These include:

e Sulphate aerosols (particulate air pollution caused by the emission of sulphur
oxides from combustion processes) that reduce the incoming radiation from the
sun and thus have a negative contribution to climate change

e Nitrogen oxides NO and NO, (jointly called NO,) and VOC from combustion
processes, that contribute to photochemical formation of ozone (see Sect. 10.10)
which is a strong but short-lived radiative forcing gas

The radiative forcing impact of short-lived agents like these is very uncertain to
model on a global scale, and their contribution to climate change is therefore not
currently included in LCIA.

10.6.4 Existing Characterisation Models

All existing LCIA methods use the GWP (Eq. 10.4) for midpoint characterisation.
In terms of time horizon most use 100 years, which has been recommended by
IPCC as the best basis for comparison of GHGs, while some methods use a
500 year time horizon to better incorporate the full contribution from the GHGs. As
mentioned, the longer time perspective puts a higher weight on long-lived GHGs
like nitrous oxide, CFCs and SF and a lower weight on short-lived GHGs like
methane.
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Fig. 10.9 Direct GHG emission shares (% of total anthropogenic GHG emissions) of five major
economic sectors in the world in 2010. The pull-out shows how indirect CO, emission shares (in
% of total anthropogenic GHG emissions) from electricity and heat production are attributed to
sectors of final energy use. ‘Other Energy’ refers to all GHG emission sources in the energy sector
other than electricity and heat production. ‘AFOLU” stands for Agriculture, Forestry, and Other
Land Use [taken from IPCC (2014b)]

So far radiative forcing agents with shorter atmospheric lifetime than methane
are not considered in LCIA even though they also contribute to changing tem-
peratures. However, a UNEP-SETAC expert workshop in 2016 recommended that
climate change assessment at midpoint should be split into two sub-categories,
respectively, focusing on the long-term climate change contributions and on the rate
by which temperature changes occur. The two would be expressed in different
metrics and not aggregated at midpoint level. It is expected that the distinction into
two midpoint categories will cater better for the damage modelling since both rate
of change and magnitude of the long-term temperature increase are important.

Endpoint characterisation of climate change is a challenge due to the complexity
of the underlying environmental mechanisms with multiple feedback loops of
which many are probably unknown, the global scale and the very long time per-
spective. In particular damages to human health are also strongly affected by local
and regional differences in vulnerability and ability of societies to adapt to changing
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climate conditions. Some endpoint methods have proposed endpoint characterisa-
tion factors (e.g. Ecoindicator99, ReCiPe, LIME, IMPACT World+ and
LC-IMPACT), but due to the state of current climate damage models, they inevi-
tably miss many damage pathways and are accompanied by very large uncertain-
ties, where even the size of these uncertainties is difficult to assess. This is why
other endpoint methods (e.g. IMPACT 2002+) refrain from endpoint modelling for
this impact category and present the midpoint results for climate change together
with the endpoint results for the rest of the impact categories. In any case, endpoint
results for climate change must be taken with the greatest caution in the interpre-
tation of results. For further details see Chap. 40 and Hauschild and Huijbregts
(2015).

10.7 Stratospheric Ozone Depletion
10.7.1 Problem

Ozone (0O3) is a highly reactive and unstable molecule consisting of three oxygen
atoms and forms a bluish gas at normal ambient temperature with a distinct
somewhat sharp odour. This molecule is present in lower atmospheric layers
(tropospheric ozone as a consequence of photochemical ozone formation) and in
larger concentrations (about 8 ppmv) also in higher altitudes between 15 and 40 km
above ground (stratospheric ozone). Tropospheric, ground-level ozone is consid-
ered a pollutant due to its many harmful effects there on humans, animals, plants
and materials (see Sect. 10.10). However, as a component of stratospheric atmo-
spheric layers, it is vital to life on planet Earth, due to its capacity to absorb
energy-rich UV radiation, thus preventing destructive amounts of it from reaching
life on the planet’s surface.

Stratospheric ozone depletion refers to the declining concentrations of strato-
spheric ozone observed since the late 1970s, which are observed in various ways:
(1) As the ‘ozone depletion area’ or ‘ozone hole’ (an ambiguous term often used in
public media referring to an area of critically low stratospheric ozone concentra-
tion), a recurring annual cycle of relatively extreme drops in O; concentrations over
the poles which start to manifest annually in the late winter/early spring of each
hemisphere (i.e. from around September/October over the South pole and
March/April over the North pole) before concentrations recover again with
increasing stratospheric temperatures towards the summer. ‘Ozone holes’ have been
observed over Antarctic since the early 1980s as shown in Fig. 10.10. (2) A general
decline of several percent per decade in O; concentrations in the entire stratosphere.
Ozone concentration is considered as critically low when the value of the integrated
ozone column falls below 220 Dobson units (a normal value being about 300
Dobson units). Dobson Units express the whole of ozone in a column from the
ground passing through the atmosphere.
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Fig. 10.10 Evolution of the hole in the ozone layer over Antarctica in September from 1980 to
2015 (Source NASA Ozone Watch 2016, public domain, http://ozonewatch.gsfc.nasa.gov/
monthly/climatology_09_SH.html)

Data for Europe for example show a decline of 5.4% of stratospheric O; con-
centration per decade since the 1980s when measured in winter and spring, with an
improving trend over the period 1995-2000. However, in later years low concen-
tration records were broken on an almost annual basis. To date, the largest ‘ozone
hole’ in human history was observed in 2006 with 29.5 million km? over
Antarctica, but even in 2015 its largest spread still reached 28.2 million km?®. The
largest Arctic ‘ozone hole’ ever was observed in 2011.

Impacts of stratospheric ozone depletion are essentially linked to reduced
absorption of solar radiation in the stratosphere leading to increased UV radiation
intensities at the planet surface, of which three broad (wavelength) classes are
distinguished: UV-C, UV-B and UV-A. The impact of UV radiation on living
organisms depends on its wavelength, the shorter the more dangerous. UV-C is the
most dangerous wavelength range, but almost completely filtered by the ozone
layer. UV-B (wavelengths 280-315 nm) is of the most concern due to ozone layer
depletion, while UV-A is not absorbed by ozone.

Depending on duration and intensity of exposure to UV-B, impacts on human
health are suspected to include skin cancer, cataracts, sun burn, increased skin cell
ageing, immune system diseases, headaches, burning eyes and irritation to the
respiratory passages. Ecosystem effects are linked to epidermal damage to animals
(observed e.g. in whales), and radiation damage to the photosynthetic organs of
plants causing reduced photosynthesis, leading to lower yields and crop quality in
agricultural produce and loss of phytoplankton, the primary producers of aquatic
food chains, particularly in the polar oceans. Additionally, UV-B accelerates the
generation of photochemical smog, thereby stimulating the production of tropo-
spheric ozone, which is a harmful pollutant (see Sect. 10.10).


http://ozonewatch.gsfc.nasa.gov/monthly/climatology_09_SH.html
http://ozonewatch.gsfc.nasa.gov/monthly/climatology_09_SH.html
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10.7.2 Environmental Mechanism

Stratospheric ozone concentrations result from a balance between O5 formation and
destruction under the influence of solar (UV) radiation, temperature and the pres-
ence of other chemicals. The annual cycle of ozone destruction over the poles
develops under the presence of several influencing factors with its intensity directly
depending on their combined intensity: (1) meteorological factors (i.e. strong
stratospheric winds and low temperature) and (2) the presence of ozone depleting
chemicals.

Meteorological factors involve the formation of the “polar vortex”, a circum-
polar stratospheric wind phenomenon, in the polar night during the polar winter,
when almost no sunlight reaches the pole. This vortex isolates the air in polar
latitudes from the rest of Earth’s atmosphere, preventing ozone and other molecules
from entering. As the darkness continues, the air inside the polar vortex gets very
cold, with temperatures dropping below —80 °C. At such temperatures a special
type of clouds, called Polar Stratospheric Clouds (PSC), begins to form. Unlike
tropospheric clouds, these are not primarily constituted of water droplets, but of
tri-hydrated nitric acid particles, which can form larger ice particles containing
dissolved nitric acid in their core as temperature continues to drop. The presence of
PSC is crucial for the accelerated ozone depletion over the polar regions because
they provide a solid phase in the otherwise extremely clean stratospheric air on
which the ozone-degrading processes occur much more efficiently.

Chemical factors involve the presence of chlorine and bromine compounds in
the atmosphere as important contributors to the destruction of ozone. The majority
of the chlorine compounds and half of the bromine compounds that reach the
stratosphere stem from human activities.

Due to their extreme stability, chlorofluorocarbons (CFCs) are not degraded in
the troposphere but slowly (over years) transported into the stratosphere. Here, they
are broken down into reactive chlorine radicals under the influence of the very
energy-rich UV radiation at the upper layers of the ozone layer. One chlorine atom
can destroy very high numbers of ozone molecules, before it is eventually inacti-
vated through reaction with nitrogen oxides or methane present in the stratosphere.
The degradation and inactivation scheme is illustrated in a simplified form for a
CFC molecule in Fig. 10.11.

When they are isolated in the polar vortex and in the presence of PSC, these
stable chlorine and bromine forms come into contact with heterogeneous phases
(gas/liquid or gas/solid) on the surface of the particles forming the PSC, which
breaks them down and release the activated free chlorine and bromine, known as
“active” ozone depleting substances (ODS). These reactions are very fast and, as
explained, strongly enhanced by the presence of PSC, a phenomenon which was
neglected before the discovery of the ‘ozone hole’.

While this describes the fate mechanism leading to stratospheric ozone reduc-
tion, Fig. 10.12 shows the impact pathway leading to ozone depletion in the
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stratosphere from man-made emissions of long-lived halocarbons and nitrous oxide
as used by most LCTA methods.

The midpoint indicator used without exception in all LCTA methods to calculate
characterisation factors is the Ozone Depletion Potential (ODP). In a similar manner
as the Global Warming Potential (GWP), it evaluates the potential of a chemical to
destroy the ozone layer based on a model from the World Meteorological
Organization (WMO 2014). The ODP essentially expresses the global reduction in
stratospheric O concentration Cp, due to an ozone depleting substance i relative to
the global reduction of stratospheric O3 concentration Co, due to 1 kg of CFC-11
(CFCl3), and is hence expressed in CFC-11 equivalents:

ACo, (i)

oDP; =— 2/
ACo, (CFC — 11)

(10.5)

10.7.3 Emissions and Main Sources

The halogen compounds in the stratosphere are mostly originating from very stable
industrial halocarbon gases used as solvents or refrigerants (the chlorinated CFCs or
freons), or fire extinguishers (the brominated halons). Groups of anthropogenic
ODS are: bromochloromethanes (BCM), CFCs, carbon tetrachloride, hydro-
bromofluorocarbons (HBFCs), hydrochlorofluorocarbons (HCFCs), tetra-
chloromethane, 1,1,1-trichloromethane, methyl bromide, methyl chloride and
halons. The main uses of ODS during the last century were: fire extinguishing
systems (halon), plastic foams, propellant gas in spray cans, fumigate and pesticides
(methyl bromide), metered-dose inhalers (MDIs), refrigeration and air-conditioning
and solvent degreasing.

Natural ozone depleting substances are CHy, N,O, H,O and halogenated sub-
stances with sufficient stability and/or release rates to allow them to reach the
stratosphere. All ozone depleting substances have two common characteristics,
being:

e Chemically very stable in the lower atmosphere
e (Capable of releasing chloride or bromide under UV radiation
(photodissociation)

The phasing-out of production and use of the concerned substances has been
successfully enforced under the Montreal protocol, which was signed in 1987 and
led to phasing-out of consumption and production of ODS by 1996 in developed
countries and by 2010 in developing countries. If continuously respected, this effort
should lead to the cessation of the annual appearance of the ‘ozone hole’ around
2070, the delay being due to the facts that (1) we are still emitting decreasing
amounts of relevant substances (mostly during the end-of-life treatment of old
refrigeration and air-conditioning systems) and (2) they are very persistent and may
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take decades to reach the poles and hence continue their adverse effects for a
prolonged time. When significant emissions or dominating impacts of ODS are
observed in LCIs or LCA results nowadays, it is likely because the data originate
from references before the phase-out and hence it is most likely an artefact due to
obsolete data, unless the end-of-life treatment of old refrigeration and
air-conditioning systems are an important component of the LCA.

10.7.4 Existing Characterisation Models

Without any exception, all existing LCIA methods use the ODP as midpoint
indicator (although not all of them have the most recent version). For endpoint
characterisation, different midpoint-to-endpoint models are applied that relate ozone
depletion to increased UV radiation and ultimately to skin cancer and cataract in
humans. All endpoint LCIA methods characterise impacts on human health, but
only the Japanese method LIME additionally considers impacts on Net Primary
Productivity (NPP) for coniferous forests, agriculture (soybean, rice, green pea,
mustard) and phytoplankton at high latitudes. For further details see Chap. 40 and
Hauschild and Huijbregts (2015).

10.8 Acidification
10.8.1 Problem

During the 1980s and 90s, the effects of acidification of the environment became
clearly visible in the form of a pronounced lack of health especially among conifers
in many forests in Europe and the USA, resulting locally in forest decline, leading
to accelerated clearing of whole forests. Clear acidic lakes without fish go right
back to the beginning of the twentieth century, occurring locally for example in
Norway and Sweden as a result of human activities, but the extent of the problem
increased dramatically in more recent times, and during the 1990s there was serious
acidification in more than 10,000 Scandinavian lakes. Metals, surface coatings and
mineral building materials exposed to wind and weather are crumbling and disin-
tegrating at a rate which is unparalleled in history, with consequent major
socio-economic costs and loss of irreplaceable historic monuments in many parts of
the industrialised world.

The acidification problems were one of the main environmental concerns in
Europe and North America in the 1980s and 90s but through targeted regulation of
the main sources in the energy, industry and transportation sectors followed by
liming to restore the pH of the natural soils and waters, it is no longer a major
concern in these regions. In China, however, acidification impacts are dramatic in
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some areas due to the extensive use of coal-fired power generation using
sulphur-rich coal.

10.8.2 Environmental Mechanism

Acidification of soil or aquatic ecosystems can be defined as an impact which leads
to a fall in the system’s acid neutralising capacity (ANC), i.e. a reduction in the
quantity of substances in the system which are able to neutralise hydrogen ions
added to the system.

ANC can be reduced by:

1. Addition of hydrogen ions, which displace other cations which can then be
leached out of the system

2. Uptake of cations in plants or other biomass which is collected and removed
from the system

Particularly the former is relevant for acidification impacts in LCA. Acidification
occurs naturally over time, but it is greatly increased by man-made input of
hydrogen ions to soil and vegetation. The main source is air-borne emissions of
gases that release hydrogen when they are degraded in the atmosphere or after
deposition to soil, vegetation or water. Deposition is increased during precipitation
events where the gases are dissolved in water and come down with rain, which can
be rather acidic with pH values down to 3—4 in cases of strong air pollution (“acid
rain”).

The most important acidifying man-made compounds are:

Sulphur oxides, SO, and SO; (or jointly SO,), the acidic anhydrides of sulphurous
acid H,SO;5 and sulphuric acid H,SO,, respectively, meaning that upon absorption
of water from the atmosphere they form these very strong acids which both release
two hydrogen ions when deposited:

SO, + H,0 — H,S0; — 2H " + 8052~

SO; + H,0 — H,S04 — 2H " + 504>~
Nitrogen oxides, NO and NO, (or jointly NO,) that are also acidic anhydrides as
they can be converted to nitric and nitrous acids by oxidation in the troposphere.
NO is oxidised to NO, primarily by reaction with ozone (see Sect. 10.10):

NO + O3 — NO, + 0O,

NO, can be oxidised to nitric acid, HNO3 or HONO,:
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NO, +OH+M — HONO, +M

where OH is hydroxyl radical present in the atmosphere and M is an inactive body
which can remove surplus energy.

Ammonia, which is in itself a base (absorbing hydrogen ions via the reaction
NH; +H* — NH; "), but upon complete mineralisation through nitrite, NO, T, to
nitrate, NO3; ™ releases one net proton:

NH; 420, - HY +NO3;~ +H,0

Strong acids like hydrochloric acid, HCI or sulphuric acid, HSO,4, which release
their content of hydrogen ions as soon as they are dissolved in water and thus also
are strongly acidifying.

Because of their high water solubility, the atmospheric residence time of these
acidifying substances is limited to a few days, and therefore acidification is a
regional effect with its extent limited to the region around the point of emission.

When acidifying compounds deposit on plant leaves or needles, they can
damage these vital plant organs and through this damage the plants. When the
acidifying compounds reach the soil, protons are released in the soil where they
may lower the pH of the soil water and cause release of metal ions bound in the soil.
Some of these metals are toxic to the plants in the soil, others are essential for plant
growth, but after their release, they wash out, and the availability of these metals to
plants may then become limiting for plant growth. The result is stress on the plants
through root and leaf damage and after prolonged exposure the plants may die as a
direct consequence of this or through diseases or parasites that benefit from the
weakened constitution of the plant. Lakes are also exposed to the acidification, in
particular through the acidified soil water leaching to the lake. When the pH of a
lake drops, the availability of carbon in the water in its dominating form around
neutral pH, which is HCO;3 ™, is converted to dissolved CO,. The solubility of toxic
metals is increased, in particular aluminium which may precipitate on the gills of
fish at pH 5. The phytoplankton and macrophyte flora gradually change and also the
fauna is affected. Humic acids that give the lakewater a brown colour are precip-
itated, and the acidified lakes appear clear and blue.

The sensitivity to acidification is strongly influenced by the geology and nature
of the soil. Calcareous soils with a high content of calcium carbonate are well
buffered meaning that they will resist the change in pH by neutralising the input of
hydrogen ions with the basic carbonate ions:

H* 4+ CaCO; — Ca’*™ + HCO;~
HT +HCO3;~ — H,0+CO,

As long as there is calcium carbonate in the soil, it will thus not be acidified.
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Soils that are rich in clay are also resistant to acidification through their ability to
adsorb the protons on clay mineral surfaces under release of metal ions, while sandy
soils are more sensitive to acidification. The sensitivity of an ecosystem towards
acidification can be described by its critical load—“A quantitative estimate of an
exposure to one or more pollutants below which significant harmful effects on
specified sensitive elements of the environment do not occur according to present
knowledge” (Nilsson and Grennfelt 1988). Critical loads are high in calcareous
regions like the Mediterranean and low in e.g. granite rock regions like most of
Scandinavia.

Incorporating the environmental mechanism described above, the impact path-
way of acidification is illustrated in Fig. 10.13.

Oceanic acidification is the process of dissolution of CO, into seawater leading
to a slight lowering of the pH in the open oceans as a consequence of increasing
concentrations of CO, in the atmosphere. Dissolution of CO, in water generates
carbonic acid, a rather weak acid (think soda water), which releases protons
according to

CO, +H,0 — H,CO3; — HCO;~ +H™*

The slightly lowered pH is deleterious to coral reefs, which should be included
in endpoint characterisation. CO, is the only important contributor to oceanic
acidification and inclusion of this impact category on midpoint level therefore offers
little additional information to the LCIA that already considers climate change, we
will hence not discuss it further here.

10.8.3 Emissions and Main Sources

Sulphur dioxides and nitrogen oxides are the man-made emissions that contribute
the most to acidification. Historically metal smelters of the mining industry have
been strong sources of local acidification with large localised emissions of sulphur
oxides. Today, the main sources of both SO, and NO, are combustion processes in
thermal power plants, combustion engines, waste incinerators and decentralised
furnaces. For sulphur oxides, the level of emissions depends on the sulphur content
of the fuels. Since nitrogen is abundant in the atmosphere and hence in all com-
bustion processes using air, emissions of nitrogen oxides are mainly determined by
conditions of the combustion process and possible treatment of the flue gases
through catalysers and filters. As response to the serious problems with acidification
in Europe and North America in previous times, regulation now ensures that sul-
phur content is removed from the fuels, that important combustion activities like
thermal power plants and waste incinerators have an efficient neutralisation of the
flue gases before they are released, and that combustion engines have catalysers
lowering the NO, content of the exhaust gases.
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Fig. 10.13 Impact pathway for acidification

Ammonia is also an important contributor to acidification in some regions and
the main sources are all related to agriculture using NHj as a fertiliser, and to
animal husbandry, in particular pig and chicken farms, with ammonia emissions
from stables and dispersion of manure.

Mineral acids like HCI and H,SOy rarely appear as elementary flows in life cycle
inventories but they may be emitted from some industrial processes and also from
waste incinerators with inefficient flue gas treatment.
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10.8.4 Existing Characterisation Models

The acidification potential depends both on the potency of the emitted gas and on
the sensitivity of the receiving environment in terms of buffering capacity of the
soils and sensitivity of the ecosystems to acidification as expressed by their critical
load. While the difference between the contributing gases is modest—within a
factor 5—10 across substances, the difference between sensitivities in different
locations can be several orders of magnitudes depending on the geology and soil
characteristics. Early characterisation models were site-generic and only incorpo-
rated the difference in ability to release protons, but newer models incorporate more
and more of the cause—effect chain in Fig. 10.13 and model e.g. the area of
ecosystem in the deposition area that becomes exposed above its critical load. This
requires a site-dependent LCIA approach where the characterisation factor is
determined not just per emitted substance but also per emission location.
Characterisation factors may be expressed as absolute values or as an equivalent
emission of a reference substance which in that case is usually SO,. For further
details see Chap. 40 and Hauschild and Huijbregts (2015).

10.9 Eutrophication
10.9.1 Problem

Nutrients occur naturally in the environment, where they are a fundamental pre-
condition for the existence of life. The species composition and productivity of
different ecosystems reflect the availability of nutrients, and natural differences in
the availability of nitrogen and phosphorus are thus one of the reasons for the
existing multiplicity of species and of different types of ecosystems. Ecosystems are
dynamic, and if they are affected by a changed availability of nutrients, they simply
adapt to a new balance with their surroundings. Originally, eutrophication of
aquatic environments, such as rivers or lakes, describes its eutrophic character
(from the Greek word “eu”—good or true, and “trophein”—feed), meaning
nutrient-rich. From the 1970s the term was used to describe the slow suffocation of
large lakes. It now has a meaning close to dystrophic, i.e. poor conditions and low
in oxygen, supporting little life. An aquatic ecosystem in strong imbalance is named
hypertrophic, when close to a natural equilibrium it is called mesotrophic, and when
healthy it is called oligotrophic.

The perhaps most prominent effect of eutrophication in lakes, rivers and the
coastal sea are lower water quality including low visibility or for stronger situations
massive amounts of algae in the surface layers of those waters. Eutrophication
essentially describes the enrichment of the aquatic environment with nutrient salts
leading to an increased biomass production of planktonic algae, gelatinous zoo-
plankton and higher aquatic plants, which results in the degradation of
(organoleptic) water quality (e.g. appearance, colour, smell, taste) and an altered
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species composition of the ecosystem. It may also lead to the development of toxic
phytoplankton, dynophysis, cyanobacteria or blue-green algae. When the algae die,
they sink to the bottom where they are degraded under oxygen consumption. As a
consequence, the concentration of dissolved oxygen decreases (hypoxia), which
results in biodiversity loss (flora and fauna). Ultimately, if the process is not
stopped, this will turn a lake into a swamp, that will gradually become grassland
and forest. This process occurs naturally but over a much longer time horizon.

For terrestrial systems, the most significant environmental problem in relation to
nitrogen compound loading is changes in the function and species composition of
nitrogen-poor (and nitrogen limited) ecosystems in heathlands, dune vegetation,
commons and raised bogs as a result of the atmospheric deposition of nitrogen
compounds. Forestry and agriculture may also be affected by reduced yields via
damage to forests and crops. This section however focuses on aquatic
eutrophication.

10.9.2 Environmental Mechanism

The food chain in aquatic ecosystems can be distinguished into three trophic levels:
primary producers (algae and plants producing biomass via photosynthesis), pri-
mary consumers (species consuming algae and plants, the vegetarians) and sec-
ondary consumers (species consuming primary consumers, the carnivores). In
addition to sunlight, growth of primary producers (algae and higher plants) requires
all of the elements which enter into their anabolism (i.e. their synthesis of the
molecules which constitute the organisms’ cells). A molecular formula for the
average composition of an aquatic organism is CyogH2630110N16P (Stumm and
Morgan 1981). Apart from the elements represented in this formula, minor quan-
tities of a large number of other elements are required, e.g. potassium, magnesium,
calcium, iron, manganese, copper, silicon and boron (Salisbury and Ross 1978). In
principle, the availability of any of these elements can determine the potential
extent of the growth of the primary producers in a given system. The elements
entering in greatest quantities into the primary producers (as in all other living
organisms) are carbon, C, hydrogen, H and oxygen, O. The availability of water can
limit growth in terrestrial plants, but the availability of one of the three basic
elements is rarely a limiting factor in the growth of primary producers.

The other elements which enter into the construction of the primary producers
are nutrients, as the availability of these elements in sufficient quantities is neces-
sary to ensure growth. The nutrients are classified as macronutrients (>1000 pg/g
dry matter in plants) and micronutrients (<100 pg/g dry matter in plants) (Salisbury
and Ross 1978). In rare cases, growth is limited by the availability of one of the
micronutrients, but very small quantities of these elements are required by the
primary producers, and these elements are therefore limiting only on very poor
soils. Of the macronutrients, sulphur is added to all ecosystems in fair quantities in
most of the industrialised world by the atmospheric deposition of sulphur
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compounds from flue gases resulting from energy conversion based on fossil
resources. Calcium, potassium and magnesium occur in lime and clay, respectively,
which exist in large quantities in soils.

In practice, one of the two last macronutrients, nitrogen and phosphorus, is
therefore almost always the limiting element for the growth of primary producers,
and it is therefore reasonable to regard only the elements nitrogen and phosphorus
as contributors to nutrient enrichment. In many lakes, phosphorus deficiency, or a
combination of nitrogen and phosphorus deficiencies, is typically limiting growth,
and their addition promotes algal growth. In coastal waters and seas, nitrogen is
often the limiting nutrient. Substances which contain nitrogen or phosphorus in a
biologically available form are therefore classified as potential contributors to
nutrient enrichment. As is evident from the formula for the average composition of
aquatic organisms, the ratio of nitrogen to phosphorus is of the order of 16. If the
concentration of bioavailable nitrogen is significantly more than 16 times the
concentration of bioavailable phosphorus in an ecosystem, it is thus reasonable to
assume that phosphorus is the limiting nutrient, and vice versa. Since most of the
atmosphere consists of free molecular nitrogen, N,, further addition of N, will not
have any effect, and it is also not directly bioavailable. N, is therefore not classified
as contributing to nutrient enrichment.

For aquatic eutrophication, the starting point of the cause—effect chain is the
emission of a compound containing either nitrogen (N) or phosphorus (P).
Increased availability of nutrients will primarily increase the growth of algae and
plants, especially in summer with abundant sunlight. This algae growth is visible as
rivers, lakes or coastal waters turn turbid in summer. Eventually, the algae will sink
to the bottom where they are decomposed by degraders like bacteria under con-
sumption of oxygen in the bottom layer. With the sunlight being increasingly
blocked from reaching deeper water layers, the build-up of a temperature gradient
causes stratification in deep lakes and some coastal waters in the summer months. In
the marine environment, stratification is determined by density differences between
salt water flowing in from the sea and brackish water flowing out from river deltas
and fjords. Such stratification prevents effective mixing of the water column. If
fresh oxygen-rich water from the surface does not find its way to the bottom layers,
the oxygen concentration near the bottom will gradually be reduced until the
bottom-dwelling organisms move away or die. As the oxygen concentration
approaches zero, poisonous substances such as hydrogen sulphide, H,S, are formed
in the sediments, where they accumulate in gas pockets which, when released again,
kill those organisms exposed to them.

The main cause—effect chain as shown in Fig. 10.14 can be summarised as:

Emission of N or P containing substances
Growth and blooming of algae and higher plants increases

e Sunlight no longer reaches lower water layers, which creates a temperature
gradient with increasing depth

e This supports a stable stratification of water layers reducing the transport of fresh
oxygen-rich surface water to deeper layers
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Fig. 10.14 Impact pathways for terrestrial and aquatic (freshwater and marine) eutrophication
[adapted from EC-JRC (2011)]

e Oxygen is steadily depleted in bottom layers, which leads to suffocation of
bottom-dwelling species and fish

e This is additionally accelerated by the oxygen consuming decomposition of the
dead species and sedimented dead algae

e The aquatic medium becomes hypoxic and finally anoxic, favouring the for-
mation of reducing compounds and noxious gases (mercaptans, methane)
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In a tripartite division of environmental impact categories into global, regional
and local, eutrophication is considered a local to regional impact. As a consequence
of the above explanations, impact potentials are highly dependent on local condi-
tions, e.g. whether the recipient of the emission will support the requisite conver-
sion of the emission (e.g. mineralisation of organic nitrogenous compounds), or
whether the recipient is limited in nitrogen or phosphorus, while both elements are
always considered potential contributors to eutrophication.

The calculation of characterisation factors for a nutrient enriching substance
consists of an assessment of the number of moles of nitrogen or phosphorus which
can be released into the environment from one mole of the substance emitted. This
can be expressed in the form of two nutrient enrichment equivalents, as kg
N-equivalents and kg P-equivalents. The possible consequences of eutrophication
are often irrespective of whether nitrogen or phosphorus is the causing agent. In
some situations it can therefore be desirable to reduce the complexity of the results
of the environmental assessment by expressing eutrophication as one equivalent, so
that the contributions for nitrogen and phosphorus are aggregated. In this case the
impact potential may also be expressed as an equivalent emission of a reference
substance (e.g. NO3; ™~ as one of the most important nutrient enriching substances).
Aggregation of N and P potentials requires an assumption concerning the magni-
tude of the ratio N/P between these two elements in living organisms. As explained
above a molar ratio of 16 can be used for nitrogen:phosphorus in living material.
One mole of phosphorus (in an area where the availability of phosphorus limits
growth) therefore contributes as much to eutrophication as 16 mol of nitrogen (in
an area where the availability of nitrogen limits growth). The aggregate nutrient
enrichment potential for nitrogenous substances is then calculated as the emission’s
N potential multiplied by the gram/mol molecular weight of the reference substance
(e.g. NO;~ of 62 g/mol). The P potential for phosphorous-containing substances is
multiplied by 16 times the gram/mol molecular weight of the reference substance.

The primary receiving compartment for agricultural emissions is mainly fresh-
water where some of the nitrogen may be removed on the way to the marine
systems by denitrification in rivers and lakes converting the nitrogen into molecular
N, which is released to the atmosphere. Loading of freshwater with nitrogen is thus
greater than the quantity conveyed to the marine areas via rivers and streams.
Phosphorous compounds do not undergo this kind of conversion but phosphate
forms insoluble salts with many metals and this may lead to some removal through
accumulation of phosphorus in lake sediments. Phosphorus accumulated in the
sediments of rivers and streams during drier periods may later be washed out into
the marine environment when the water flow increases, e.g. after a thunderstorm.

10.9.3 Emissions and Main Sources

Due to the use of inorganic fertilisers and manure, agriculture is a significant source
of phosphorus and nitrogen emissions in the form of phosphates and nitrates,
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respectively, affecting groundwater via percolation and surface water via runoff and
leaching processes, and of ammonia emitted to air and deposited on land nearby.
Oxides of nitrogen may be emitted from incineration processes. Point sources in the
form of wastewater treatment plants for households (e.g. from polyphosphates in
detergents) and industry as well as fish farming are important sources of phosphorus
and nitrates. Apart from man-made emissions, natural sources include leaching and
runoff of nitrogen and phosphates. The natural addition of nutrients to terrestrial
areas is believed to consist mainly of atmospheric deposition of oxides of nitrogen
and ammonia while some natural plant species also possess the ability to fixate
atmospheric nitrogen.

Emissions of organic materials can lead to oxygen consumption by bacteria
degrading this organic matter and thus contributing to oxygen depletion similarly to
what is observed as a result of the nutrient enrichment of lakes and coastal waters.
However, this is a primary effect and is strictly speaking not part of the nutrient
enrichment mechanism. Therefore, emissions of BOD (biological oxygen demand—
substances which consume oxygen on degradation) or COD (chemical oxygen
demand) may additionally be characterised by some LCIA methods considering
oxygen depletion (hypoxia) in water as a common midpoint for both mechanisms.
Most LCIA methods are currently based on the N/P ratio and typically do not
classify BOD or COD as contributing to nutrient enrichment and thus eutrophica-
tion. In large parts of the industrialised world organic matter emissions are only of
local significance in watercourses and for occasional emissions of untreated effluent.

10.9.4 Existing Characterisation Models

The essential evolutions during the last decade were related to improved fate
modelling, distinguishing P-limited (freshwater) and N-limited (marine) ecosys-
tems, introduction of a midpoint effect factor in the more recent methods, and
characterisation models becoming global and spatially more detailed.
Midpoint LCIA methods usually propose units in P- and N-equivalents such as kg
P-eq or kg PO,* -eq and kg N-eq or kg NO3~-eq. For endpoint characterisation
most models use Potentially Disappeared Fraction of species (PDF) in [m” years],
except LIME which uses Net Primary Productivity (NPP) loss. For further details
see Chap. 40 and Hauschild and Huijbregts (2015).

10.10 Photochemical Ozone Formation

This impact category appears under a number of different names in the various
LCIA methods: (tropospheric) ozone formation, photochemical ozone formation or
creation, photo oxidant formation, photosmog or summer smog. There are minor
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differences, but in essence they all address the impacts from ozone and other
reactive oxygen compounds formed as secondary contaminants in the troposphere
by the oxidation of the primary contaminants volatile organic compounds (VOC),
or carbon monoxide in the presence of nitrogen oxides (NO,) under the influence of
light. VOCs are here defined as organic compounds with a boiling point below
250 °C (WHO 1989). NO, is a joint name for the nitrogen monoxide NO and
nitrogen dioxide NO,.

10.10.1 Problem

The negative impacts from the photochemically generated pollutants are due to their
reactive nature which enables them to oxidise organic molecules in exposed sur-
faces. Impacts on humans arise when the ozone and other reactive oxygen com-
pounds, which are formed in the process, are inhaled and come into contact with the
surface of the respiratory tract, where they damage tissue and cause respiratory
diseases. Impacts on vegetation arise when the reactive compounds attack the
surfaces of plants or enter plant leaves and cause oxidative damage on their pho-
tosynthetic organs. Impacts on man-made materials are caused by oxidation and
damage many types of organic materials which are exposed to ambient air. It is thus
not the VOCs per se which cause the environmental problems associated with
photochemical ozone formation, but the products of their transformation in the
troposphere which is the lower stratum of the atmosphere, from the surface of the
earth to the tropopause 8—17 km above us. Direct toxic effects on humans from
VOCs are treated separately in the impact category human toxicity (see
Sect. 10.12). Apart from a general increase in the tropospheric 0zone concentration,
photochemical ozone formation may cause smog episodes on a more local scale in
and around cities with a combination of large emissions and the right meteoro-
logical conditions. During smog episodes, the concentrations of ozone and other
photooxidants reach extreme levels causing immediate damage to human health.

10.10.2 Environmental Mechanism

The photochemical formation of ozone and other reactive oxygen compounds in the
troposphere from emissions of VOCs and NO, follows rather complex reaction
schemes that depend on the nature of the specific organic compound emitted.
A simplified presentation of the fundamental elements of the schemes is given in
Fig. 10.15 and can be summarised as:

1. VOCs (written as RH) or CO react with hydroxyl radical OH" in the troposphere
and form peroxy radicals, ROO’
2. The peroxy radicals oxidise NO to NO,
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Fig. 10.15 Simplified
presentation of the
photochemical formation of RH, CO
ozone
OHe OHe
RO ROOe
NO, NO
light
0, O3

3. NOj, is split by sunlight with formation of NO and release of free oxygen atoms
4. Free oxygen atoms react with molecular oxygen O, to form ozone

Both VOCs and nitrogen oxides are thus needed for the photochemical ozone
formation and both contribute to the formation of ozone and other oxidants. VOC
and NO, sources are very heterogeneously distributed across Europe. VOC emis-
sions involve hundreds of different organic compounds, depending on the nature of
the source and activity causing the emission. This means that at the regional level,
photochemical formation of ozone is highly non-linear and dynamic with the
influence of meteorological conditions and on top of this the interaction between the
different VOCs from both anthropogenic and natural sources like forests, and a
large number of different reaction products. A further complication arises because
NO may react with the formed ozone, abstracting an oxygen atom to give oxygen
and NO,. This means that depending on the conditions, NO may locally have a
negative ozone formation potential and hence a negative characterisation factor for
this impact category. Rather than a permanent removal of ozone this reaction of NO
leads to a geographic displacement of the ozone formation since the NO, thus
formed can later cause ozone formation again following the scheme in Fig. 10.15,
just in a different location.

The ozone formation requires the reaction between a hydroxyl radical and a
bond between carbon and hydrogen or another carbon atom in a VOC molecule.
The relative strength of a volatile organic compound in terms of ozone formation
potential per unit weight thus depends on how many such bonds it contains. The
strength grows with the number of double or triple bonds and declines with the
content of elements other than carbon and hydrogen. The following general ranking
can be given from high to low ozone formation potential:
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1. Alkenes (decreasing with chain length) and aromatics (increasing with the
degree of alkyl substitution, decreasing with the length of the chain in the
substituted alkyl group)

2. Aldehydes (the strongest is formaldehyde; benzaldehyde has no or even a
negative ozone formation potential)

3. Ketones

4. Alkanes (almost constant from a chain length of three carbon atoms and
upwards), alcohols and esters (the more oxygen in the molecule, the weaker)

5. Halocarbons (decreasing with the degree of halogen substitution and the weight
of the halogen element)

Animals and humans are mainly exposed to the photochemical oxidants through
inhalation of the surrounding air, and the effects therefore appear in their respiratory
organs. Ozone is detectable by its odour at a concentration of ca. 20 ppb in pure air,
but only at somewhat higher concentrations we start to see acute symptoms like
increased resistance of the respiratory passages and irritation of the eyes, followed
at even higher concentrations by more serious effects like oedema of the lungs,
which can lead to long-term incapacity. Smog episodes with extreme concentrations
of photochemical oxidants in urban areas are known to cause increased mortality.
Chronic respiratory illness may result from long-term exposure to the photo-
chemical oxidants.

Plants rely on continuous exchange of air between their photosynthetic organs
(leaves or needles) and the atmosphere to absorb the carbon dioxide which is
needed for photosynthesis. Ozone and other photooxidants enter together with the
air and through their oxidative properties damage the photosynthetic organelles,
leading to discolouration of the leaves followed by withering of the plant. The
sensitivity of the plant varies with the season and also between plant species, but
considerable growth reductions are observed in areas with high ozone concentra-
tions during the growth season. Agriculture yield losses of 10-15% have been
estimated for common crop plants.

Figure 10.16 summarises the impact pathway for photochemical ozone forma-
tion linking emissions of VOCs, CO and NO, to the resulting damage to the areas
of protection.

10.10.3 Emissions and Main Sources

In some cases the emissions of individual substances are known, but in the case of oil
products the emissions will often be composed of many different substances and will
be specified under collective designations like VOCs or nmVOCs (non-methane
VOCs, i.e. VOCs apart from methane which is typically reported separately due to
its nature as a strong greenhouse gas) and sometimes also HCs (hydrocarbons), or
nmHCs (non-methane hydrocarbons, i.e. hydrocarbons excluding methane).
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Fig. 10.16 Impact pathway for photochemical ozone formation [adapted from EC-JRC (2011)]

The most important man-made emissions of VOCs derive from road traffic and
the use of organic solvents, which during 2000-2010 in Europe amounted to around
40% of the total man-made nmVOC emissions. A further 7% derives from
industrial processes and 10% are fugitive emissions (Laurent and Hauschild 2014).
VOCs are also emitted in large quantities from vegetation, in particular forests, but
unless a man-made manipulation of the natural system affects its emissions of
VOCs, these will not be reported in an LCI and hence not dealt with in the impact
assessment. Carbon monoxide is emitted from combustion processes with insuffi-
cient oxygen supply. These include road traffic and various forms of incomplete
combustion of fossil fuels or biomass in stationary systems. Nitrogen oxides are
also emitted from combustion processes in transport, energy- and waste incineration
systems.
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10.10.4 Existing Characterisation Models

The complexity of the underlying reaction schemes and the high number of indi-
vidual contributing substances for which photochemical ozone formation charac-
terisation factors must be calculated calls for simplification in the characterisation
modelling. Existing characterisation models apply one of two approaches:

The first alternative is to simplify the non-linear and dynamic behaviour of the
photochemical oxidation schemes by modelling one or a few typical situations in
terms of meteorology, atmospheric chemistry and concomitant emissions of other
air pollutants. For each individual VOC, characterisation factors may then be
presented for each situation or in the form of a weighted average across the
situations.

The second alternative is to ignore the variation between individual VOCs and
concentrate on getting the spatial and temporal specificities well represented in the
characterisation model. This approach leads to spatially (and possibly temporally)
differentiated characterisation factors for VOCs (as a group, ignoring variation in
strength between individual substances), CO and NO,. Often methane is treated
separately from the rest of the VOCs (which are then termed non-methane VOCs or
nmVOCs) due to its very low characterisation factor which really distinguishes it
from the majority of the other VOCs.

The first approach is adopted in characterisation models based on the POCP
(Photochemical Ozone Creation Potential) or MIR (Maximum Incremental
Reactivity) concepts. The second approach is adopted in regionally differentiated
models which attempt to capture the non-linear nature of the ozone formation with
its spatially and temporally determined differences. For further details see Chap. 40
and Hauschild and Huijbregts (2015).

10.11 Ecotoxicity

The contents of this section have been modified from Rosenbaum, R.K.: Ecotoxicity,
appearing as Chapter 8 of Hauschild M. Z. and Huijbregts M. A. J. (eds.) LCA
Compendium—The Complete World of Life Cycle Assessment—Life Cycle Impact
Assessment, pp 139-162. Springer, Dordrecht (2015).

10.11.1 Problem

About 500 years ago Paracelsus stated that ‘All substances are poisons; there is
none which is not a poison. The right dose differentiates a poison and a remedy’.
Today’s toxicology science still agrees and adheres to this principle and in con-
sequence any substance emitted may lead to toxic impacts depending on a number
of driving factors: (1) emitted quantity (determined in the LCI), (2) mobility,
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(3) persistence, (4) exposure patterns and bioavailability and (5) toxicity, with the
latter four considered by the characterisation factor.

This shows that toxicity is not the only parameter that determines the potential
ecotoxic impact of a chemical in the environment as it first has to reach and enter a
potential target organism. For example, a substance may be very toxic, but never
reach any organism due to its short lifetime in the environment (e.g. rapid degra-
dation) or because it is not sufficiently mobile to be transported to a target organism
and ends up bound to soil or buried in sediment, in which case it contributes little to
ecotoxic impacts. On the other hand, another substance may not be very toxic, but if
it is emitted in large quantities and over prolonged periods of time or has a strong
environmental persistence, it may still cause an ecotoxic impact.

Chemical emissions into the environment will affect terrestrial, freshwater,
marine and aerial (i.e. flying and gliding animals) ecosystems depending on the
environmental conditions of the place and time of emission and the characteristics
of the substance emitted. They can affect natural organisms in many different ways,
causing increased mortality, reduced mobility, reduced growth or reproduction rate,
mutations, behavioural changes, changes in biomass or photosynthesis, activity etc.

10.11.2 Environmental Mechanism

As shown in Fig. 10.17, the environmental mechanism of ecotoxic impacts of
chemicals in LCA can be divided into four consecutive steps.

1. Fate modelling estimates the increase in concentration in a given environmental
medium due to an emission quantified in the life cycle inventory

2. The exposure model quantifies the chemical’s bioavailability in the different
media by determining the bioavailable fraction out of the total concentration

3. The effect model relates the amount available to an effect on the ecosystem. This
is typically considered a midpoint indicator in LCA, as no distinction between
the severity of observed effects is made (e.g. a temporary/reversible decrease in
mobility and death are given the same importance)

4. Finally, the severity (or damage) model translates the effects on the ecosystem
into an ecosystem population (i.e. biodiversity) change integrated over time and
space

All four parts of this environmental mechanism are accounted for in the defi-
nition of the substance-specific and emission compartment-specific ecotoxicity
characterisation factor CF,:

CFeco = FF X XFeco X EFeco X SFeco (10.6)

where FF is the fate factor, XF,., the ecosystem exposure factor, EF.., the eco-
toxicity effect factor (midpoint effects), and SF.., the ecosystem severity factor
(endpoint effects). Each of these four elements of the environmental mechanism of
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Fig. 10.17 General scheme of the Impact pathway for ecotoxicity [adapted from EC-JRC (2011)]

ecotoxicity, and thus its characterisation factor, is described in the following sec-
tions. Some LCIA methods also directly combine EF.., and SF.., into a single
damage factor, directly calculating an endpoint characterisation factor. For midpoint
characterisation, SF., is simply omitted and CF,, is then the midpoint ecotoxicity
characterisation factor.

A method for toxic impact assessment of chemicals in the framework of LCA
must be able to cover the very large number of potentially toxic substances in the
inventory in terms of available characterisation factors. It must also be based on
integration of the impact over time and space as LCI data are typically not spatially
and/or temporally differentiated, and the characterisation factor must relate to a
mass flow and not require any information about concentrations of the substance as
this information is not available in the LCI. To be compatible with the effect model,
the fate model must translate chemical emissions calculated in the life cycle
inventory into an increase in concentration in the relevant medium. In the
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characterisation modelling this leads to the use of fate models assuming steady-state
conditions.

The fate model predicts the chemical behaviour/distribution in the environment
accounting for multimedia (i.e. between environmental media and compartments)
and spatial (i.e. between different zones but within the same compartment or
medium) transport between environmental compartments (e.g. air, water, soil). This
is accomplished via modelling of (thermodynamic) exchange processes such as
partitioning, diffusion, sorption, advection, convection—represented as arrows in
Fig. 10.18—as well as biotic and abiotic degradation (e.g. biodegradation,
hydrolysis or photolysis), or burial in sediments. Degradation is an important loss
process for most organic substances, but may also lead to toxic breakdown com-
pounds. The rate by which the degradation occurs can be derived from the half-life
of the substance in the medium and it depends both on the properties of the
substance and on environmental conditions such as temperature, insolation or
presence of reaction partners (e.g. OH radicals for atmospheric degradation). The
basic principle underlying a fate model is a mass balance for each compartment
leading to a system of differential equations which are solved simultaneously,
which can be done for steady-state or dynamic conditions. A life cycle inventory
typically reports emissions as masses emitted into an environmental compartment
for a given functional unit. The mathematical relationship between the steady-state
solution for a continuous emission and the time-integrated solution for a mass of
chemical released into the environment has been demonstrated (Heijungs 1995;
Mackay and Seth 1999).

Figure 10.18 shows the overall nested structure of the USEtox model which is a
widely used global scientific consensus model for characterisation modelling of
human and ecotoxic impacts in LCA. Further details on fate modelling principles in
the USEtox model can be found in Henderson et al. (2011) and Rosenbaum et al.
(2008).

Exposure is the contact between a target organism and a pollutant over an
exposure boundary for a specific duration and frequency. The exposure model
accounts for the fact that not necessarily the total (‘bulk’) chemical concentration
present in the environment is available for exposure of organisms. Several factors
and processes such as sorption, dissolution, dissociation and speciation may
influence (i.e. reduce) the amount of chemical available for ecosystem exposure.
Such phenomena can be defined as bioavailability (“freely available to cross an
organism’s cellular membrane from the medium the organism inhabits at a given
time”), and bioaccessibility (“what is actually bioavailable now plus what is
potentially bioavailable™).

The effect model characterises the fraction of species within an ecosystem that
will be affected by a certain chemical exposure. Effects are described quantitatively
by lab-test derived concentration-response curves relating the concentration of a
chemical to the fraction of a test group that is affected (e.g. when using the EC50—
the Effect Concentration affecting 50% of a group of individuals of the same test
species compared to a control situation). Affected can mean various things, such as
increased mortality, reduced mobility, reduced growth or reproduction rate,
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Fig. 10.18 The USEtox fate model [taken from Rosenbaum et al. (2008)]

mutations, behavioural changes, or changes in biomass or photosynthesis. These are
the effects that may be observed during standardised laboratory-based ecotoxicity
tests, and the results are specific for each combination of substance and species.
Toxic effects are further distinguished into acute, sub-chronic and chronic toxicity
(including further sub-groups like sub-acute, etc.). Acute toxicity describes an
adverse effect after a short period of exposure, relative to the lifetime of the animal
(e.g. <7 days for vertebrates, invertebrates or plants and <4 days for algae). Chronic
toxicity is based on exposure over a prolonged period of time covering at least one
life cycle or one sensitive period (e.g. >32 days for vertebrates, >21 days for
invertebrates, > 7 days for plants and >4 days for algae).

When relating to freshwater ecosystems, the question arises what exactly we
mean by that. In LCIA, a freshwater ecosystem is typically seen as consisting of at
least three trophic levels:

1. Primary producers, converting sunlight into biomass via photosynthesis (i.e.
phytoplankton, algae)

2. Primary consumers, living off primary producers (i.e. zooplankton, inverte-
brates, planktivorous fish)

3. Secondary consumers at the upper end of the aquatic food chain (i.e. piscivorous
fish)
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It should be noted that only impacts on cold-blooded species in freshwater
ecosystems are currently considered. There is no minimum requirement established,
which trophic levels should be covered by a characterisation factor for terrestrial or
marine ecosystems and available methods usually extrapolate from freshwater data
or use the relatively few data available directly for these ecosystems.

There is often a large variation of sensitivity to a given substance between
different species in the freshwater ecosystem. This is described by a
species-sensitivity distribution (SSD) curve, which hence represents the sensitivity
of the entire ecosystem to a substance—see Fig. 10.19.

The SSD is constructed using the respective geometric mean of all available and
representative toxicity values for each species. This curve represents the range of
sensitivities to exposure to a given substance among the different species in an
ecosystem from the most sensitive to the most robust species. The ecotoxicity effect
factor is then calculated using the HC50—Hazardous Concentration at which 50%
of the species (in an aquatic ecosystem) are exposed to a concentration above their
EC50, according to the SSD curve (see Fig. 10.19). The dimension of the effect
factor is PAF—Potentially Affected Fraction of species, while the unit is typically
m>/kg.

The ecotoxicological effect factor of a chemical is calculated as:
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Fig. 10.19 Species-sensitivity distribution (SSD) curve representing the sensitivity of the
ecosystem to a chemical substance
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The HC50 value can be determined from the SSD curve but is often, more
conveniently, calculated as the geometric mean of the EC50 values per species s,
respectively:

1
log HC50 . Z:log EC50, (10.8)
where ng is the number of species.

A damage model, incorporating the severity of the effect, goes even further
along the cause—effect chain and quantifies how many species are disappearing
(instead of ‘just’ affected) from a given ecosystem. Disappearance may be caused
by mortality, reduced proliferation or migration, for example.

10.11.3 Emissions and Main Sources

Chemicals are a main pillar of our industrialised economy, they are used in virtually
any product around the globe and therefore numerous, used in large quantities and
emitted from nearly all processes that an LCI may contain. Ecotoxity is very
different from any other (non-toxicity) impact category when it comes to the
number of potentially relevant elementary flows. Whereas no other (non-toxicity)
impact category—with the exception of photochemical ozone formation—exceeds
100 contributing elementary flows (and related characterisation factors), the toxicity
categories are facing the challenge of having to characterise several tens of thou-
sands of chemicals with huge differences in their abilities to cause toxic impacts.
The CAS registry currently (end of 2016) contains more than 124 million unique
organic and inorganic structures (www.cas.org/about-cas/cas-fact-sheets) of which
roughly 200,000 may play an industrial role as reflected by the ever increasing
number of more than 123,000 substances registered in the European Classification
and Labelling Inventory Database which contains REACH (Registration,
Evaluation, Authorisation and Restriction of Chemical substances) registrations and
CLP (Classification, Labelling and Packaging of substances and mixtures) notifi-
cations so far received by the European Chemicals Agency (ECHA: http://echa.
europa.eu/information-on-chemicals/cl-inventory-database). Current LCIA models
cover around 3000 substances for aquatic ecotoxicity.

10.11.4 Existing Characterisation Models

Characterisation methods like EDIP account for fate and exposure relying on key
properties of the chemical applied to empirical models. Mechanistic models and
methodologies have been published accounting for fate, exposure and effects
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providing cardinal impact measures. Among these methods are IMPACT 2002
(used in IMPACT 2002+) and USES-LCA (used in CML and ReCiPe). All these
methods adopt environmental multimedia, multipathway models employing
mechanistic cause—effect chains to account for the environmental fate, exposure and
effects processes. However, they do not necessarily agree on how these processes
are to be modelled, leading to variations in results of LCA studies related to the
choice of LCIA method. Based on an extensive comparison of these models fol-
lowed by a consensus-building process, the scientific consensus model USEtox
(UNEP/SETAC toxicity consensus model) was developed with the intention to
solve this situation by representing a scientifically agreed consensus approach to the
characterisation of human toxicity and freshwater ecotoxicity (Hauschild et al.
2008; Rosenbaum et al. 2008; Henderson et al. 2011). It has been recommended
and used by central international organisations like the United Nations Environment
Program UNEP, Society of Environmental Toxicology and Chemistry SETAC, the
European Commission and US-EPA to characterise human and ecotoxicity in
LCIA.

Among the existing characterisation models on midpoint level, three main
groups can be distinguished: (1) mechanistic, multimedia fate, exposure and effect
models, (2) key property-based partial fate models and (3) non-fate models
(EC-JRC 2011). According to ISO 14044 (2006b) “Characterisation models reflect
the environmental mechanism by describing the relationship between the LCI
results, category indicators and, in some cases, category endpoints. [...] The
environmental mechanism is the total of environmental processes related to the
characterisation of the impacts.” Therefore, ecotoxicity characterisation models
falling into categories (2) and (3) do not completely fulfil this criterion. Caution is
advised regarding their use and most importantly the interpretation of their results,
which should not be employed without prior in-depth study of their respective
documentation. Having said that, depending on the goal and scope of the LCA, they
may still be an adequate choice in some applications, and indeed may agree quite
well with the more sophisticated multimedia-based models.

Ecotoxicity endpoint modelling is still in an early state and much research needs
to be performed before maturity is reached. The authors of the ILCD LCIA
handbook concluded that “For all the three evaluated endpoint methods (EPS2000,
ReCiPe, IMPACT 2002+), there is little or no compliance with the scientific and
stakeholder acceptance criteria, as the overall concept of the endpoint effect factors
is hardly validated and the endpoint part of the methods is not endorsed by an
authoritative body. [...] No method is recommended for the endpoint assessment of
ecotoxicity, as no method is mature enough.” (EC-JRC 2011).

When interpreting the results of existing methods, it is important to keep in mind
that many aspects are not or only very insufficiently covered. This includes ele-
ments like terrestrial and marine ecotoxicity as well as toxicity of pesticides in
pollinators.

For further details see Chap. 40 and Hauschild and Huijbregts (2015).
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10.12 Human Toxicity

As explained in Sect. 10.11, both toxicity impact categories have a number of
things in common, like main emissions and sources, modelling principles, model
structure and even some of the models used in the characterisation are identical
between the human toxicity and ecotoxicity impact categories. Notably the fate
model used is the same in LCIA methods using mechanistic characterisation
modelling, which is the majority of existing methods. Therefore, only those parts
that are specific for human toxicity and different from ecotoxicity will be discussed
here. It is recommended to first read Sect. 10.11 in order to understand the main
underlying principles not repeated hereafter.

10.12.1 Problem

Human toxicity in LCA is based on essentially the same driving factors as eco-
toxicity: (1) emitted quantity (determined in the LCI), (2) mobility, (3) persistence,
(4) exposure patterns and (5) human toxicity, with the latter four considered by the
characterisation factor. The respective mechanisms and parameters are certainly
different and specific for human toxicity, notably for the exposure modelling, where
many factors capturing human behaviour, such as dietary habits, influence human
exposure pattern.

Chemical exposure of humans can result from emissions into the environment
which will affect the whole population, but also from the many chemical ingredients
in products released during their production, use, or end-of-life treatment and thus
affecting workers or consumers. Chemical emissions are responsible for, or con-
tribute to, many health impacts such as a wide range of non-cancer diseases as well
as increased cancer risks for those chemicals that are carcinogenic.

10.12.2 Environmental Mechanism

Modelling the toxicological effects on human health of a chemical emitted into the
environment, whether released on purpose (e.g. pesticides applied in agriculture), as
a by-product from industrial processes, or by accident, implies a cause—effect chain,
linking emissions and impacts through four consecutive steps as depicted in
Fig. 10.20.

The cause—effect chain links the emission to the resulting mass in the environ-
mental compartments (fate model) and on to the intake of the substance by the
overall population via food and inhalation exposure pathways (human exposure
model), and to the resulting number of cases of various human health risks by
comparison of exposure with the known dose-response relationship for the
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Fig. 10.20 General scheme of the impact pathway for human toxicity [adapted from EC-JRC
(2011)]

chemical (toxic effect model) and finally their damage to the health of the overall
population. In the characterisation modelling, the links of this cause—effect chain are
expressed, similarly to Eq. 10.6, as factors corresponding to the successive steps of
fate, exposure, effects and severity:

Cth = FF x Xth X Eth X Sth (109)

where CFy;, is the human health characterisation factor, FF the fate factor, XF,;, the
human exposure factor, EF,,;, the human toxicity effect factor (midpoint effects) and
SFyn the human health severity factor (endpoint effects). Some LCIA methods also
directly combine EF,;, and SFy;, into a single damage factor, directly calculating an
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endpoint characterisation factor. For midpoint characterisation, SFy, is simply
omitted and CFy, is then the midpoint human foxicity (i.e. not human health)
characterisation factor.

The midpoint human toxicity characterisation factor [number of cases/kgemited]
expresses the toxic impact on the global human population per mass unit emitted
into the environment and can be interpreted as the increase in population risk of
disease cases due to an emission into a specific environmental compartment. The
endpoint human health characterisation factor [DALY/Kgemineal quantifies the
impact on human health in the global population in Disability-Adjusted Life Years
(DALY) per mass unit emitted into the environment. DALY is a statistical measure
of population life years lost or affected by disease (or other influences) and is used
among other by the World Health Organisation.

The fate model is, without exception, the same as for ecotoxicity. Logically, the
environment in which a chemical is transported, distributed and transformed is the
same, no matter who will be affected. Therefore, for the sake of consistency, all
LCIA methods that cover human toxicity are using the same fate model as for
ecotoxicity, but of course different exposure and effect models, as this will be
specific for the targeted organism (human or ecosystem species). The fate model is
therefore the same as described in Sect. 10.11.

The exposure model relates the amount of chemical in a given environmental
compartment to the chemical intake by humans (exposure rates). It can be differ-
entiated into direct intake (e.g. by breathing air and drinking water), indirect intake
through bioconcentration processes in animal tissues (e.g. meat, milk and fish) and
intake by dermal contact. An exposure pathway is defined as the course a chemical
takes from the environment to the exposed population, for example through air, meat,
milk, fish, water or vegetables. Exposure pathways can be further aggregated into
exposure routes, such as inhalation of air, ingestion of food including drinking water
and other matter such as soil particles and dermal exposure. The human exposure
model is designed for assessing human exposure to toxic chemical emissions
applying realistic exposure assumptions and being adapted to take spatial variability
into account. In LCIA human exposure is always assessed at the population level.

The intake fraction iF is calculated as the product of fate and exposure factor
(iF = FF * XFpp, [kgintake’KEemiteal) and it can be interpreted as the fraction of an
emission that is taken in by the overall population through all exposure routes, i.e.
as a result of food contamination, inhalation and dermal exposure. A high value,
such as iF = 0.001 for dioxins, reflects that humans will take in 1 part out of 1000
of the mass of a chemical released. Dioxins are very efficient in exposing humans as
reflected by the high intake fraction. For other chemical emissions, intake fraction
values typically lie in the range of 107'* to 107°.

The effect model relates the quantity of a chemical taken in by the population via
a given exposure route (inhalation and ingestion, respectively, dermal uptake is not
currently modelled in LCIA) to the toxic effects of the chemical once it has entered
the human organism and can be interpreted as the increase in the number of cases of
a given human health effect (e.g. cancer or non-cancer diseases) in the exposed
population per unit mass taken in. The two general effect classes, cancer and
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non-cancer, each cover a multitude of different diseases, so this is a simplification
reflecting the fact that it is very difficult to predict the many underlying human
toxicity endpoints from the animal dose-response curves from laboratory experi-
ments with test animals which are normally the basis of the effect factor.

The severity factor represents adversely affected life years per disease case
(DALY/case), distinguishing between differences in the severity of disabilities
caused by diseases in terms of affected life years, e.g. discriminating between a
lethal cancer and a reversible skin irritation. It is quantified by the statistically
determined, population-based years of life lost (YLL) and years of life disabled
(YLD) due to a disease.

10.12.3 Emissions and Main Sources

The relevant emissions and main sources are identical to those of the ecotoxicity
impact category and discussed in Sect. 10.11.

10.12.4 Existing Characterisation Models

Again here, Sect. 10.11 contains a discussion on existing characterisation models,
which largely applies also to the human toxicity impact category.

In USEtox, the units of the two human toxicity midpoint indicators for
non-cancer and cancer are Comparative Toxic Unit for humans CTU,, [disease
cases]. They can be added up to a single human health indicator, but then the
interpretation needs to consider that this intrinsically assumes equal weighting
between cancer and non-cancer effects (which includes equal weighting between
e.g. a reversible skin rash and non-reversible death). Human health endpoint
indicators in USEtox are given in the Comparative Damage Unit for human health
CDUj,, [DALY]. In accordance with the purpose of endpoint modelling, this indi-
cator better represents the distinction of the severity of different effects.

When interpreting human toxicity indicators from existing methods, it is
important to be aware that these only provide indicators for global population ex-
posure to outdoor and indoor emissions, while human toxicity for occupational
exposure of workers or direct exposure related to product use for consumers are not
yet covered by USEtox and the other characterisation models, despite their very high
relevance. Products of special interest in this context are cosmetics, plant protection
products, textiles, pharmaceuticals and many others, that may in particular contain
substances having toxic properties and have the potential to cause mutagenic,
neurotoxic or endocrine disrupting effects. This is the subject of ongoing research
and will be included in LCIA methods once the models are mature and operational.

For further details see Chap. 40 and Hauschild and Huijbregts (2015).
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10.13 Particulate Matter Formation

In existing LCIA methods, health impacts from exposure to particulate matter
(PM) as impact category is referred to by different terms (e.g. ‘particulate
matter/respiratory inorganics’ in ILCD, ‘respiratory effects’ in IMPACT 2002+,
‘human health criteria pollutants’ in TRACI, or ‘particulate matter formation’ in
ReCiPe). Although causing mainly toxicity-related health effects, exposure to PM is
considered a separate impact category in most LCIA methods. This is mainly due to
a number of important differences between the characterisation of PM formation and
that of human toxicity. These differences include the complex atmospheric chemistry
involved in the formation of secondary PM from different precursor substances
which requires a different fate model. Furthermore, different emission heights are
important to consider, global monitoring data for PM air concentrations are used,
and the effect assessment is based on exposure-response functions mostly derived
from epidemiological evidence, which is not possible for most toxic chemicals due
to missing emission locations and exposure- or dose-response information.

10.13.1 Problem

A large number of studies including the global burden of disease (GBD) study
series consider particulate matter (PM) to be a leading environmental stressor
contributing to global human disease burden (i.e. all diseases around the world) via
occupational and household indoor exposure as well as urban and rural outdoor
(ambient) exposures. In 2013, outdoor PM pollution accounted for 2.9 million
deaths and 70 million DALY, and household PM pollution from solid fuels
accounted for 2.9 million deaths and 81 million DALY (Forouzanfar et al. 2015).
With that, outdoor and household PM pollution combined contributed in 2013 with
71% to premature deaths attributable to all environmental risk factors and with 19%
to premature death attributable to all risk factors (i.e. including behavioural etc.).
This means that exposure to PM accounts on average for 1 out of 5 premature
deaths worldwide. Thereby, exposure to PM is associated in epidemiological and
toxicological studies with various adverse health effects and reduction in life
expectancy including chronic and acute respiratory and cardiovascular diseases,
chronic and acute mortality, lung cancer, diabetes and adverse birth outcomes
(Fantke et al. 2015).

PM can be distinguished according to formation type (primary and secondary)
and according to aerodynamic diameter (respirable, coarse, fine and ultrafine).
Primary PM refers to particles that are directly emitted, e.g. from road transport,
power plants or farming activities. Secondary PM refers to organic and inorganic
particles formed through reactions of precursor substances including nitrogen
oxides (NO,), sulphur oxides (SO,), ammonia (NHj3), semivolatile and volatile
organic compounds (VOC). Secondary particles include sulphate, nitrate and
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organic carbonaceous materials and can make up to 50% of ambient PM concen-
trations. Respirable particles (PM;g) have an aerodynamic diameter less than
10 pum, coarse particles (PM;g_, 5) between 2.5 and 10 pm, fine particles (PM; 5)
less than 2.5 um, and ultrafine particles (UFP) less than 100 nm (WHO 2006).
PM, 5 is often referred to as the indicator that best describes the component of PM
responsible for adverse human health effects (Lim et al. 2012; Brauer et al. 2016).

10.13.2 Environmental Mechanism

Characterising health impacts from exposure to PM associated with emissions of
primary PM or secondary PM precursor substances builds on the general LCIA
framework for characterising emissions of air pollutants (see Fig. 10.2). The impact
pathway for health impacts from PM emissions is illustrated in Fig. 10.21 and starts
from primary PM emissions or secondary PM precursor substances emitted into air.

As for the toxicity impact categories, combining all factors from emission to
health impacts or damages yields the characterisation factor for particulate matter
formation (CF) with units [disease cases/kgemiwea] at midpoint level (i.e. excluding
SF) and [DALY/kgcmiweal at endpoint level:

Impact Pathway Intermediate and final LCIA output metrics

Mass emitted to air
[kg PM or precursor emitted]

7 Fate factor
Intake fraction

A _ [day]
Time-integrated mass in air [kg PM inhaled/
[kg PM in air x day] kg PM or pre-
) Exposure factor | cursor emitted] | Characteri-
A _J [1/day] J sation factor
Mass inhaled [DALY/kg PM

[kg PM inhaled] or precursor

") Effect factor emitted]
A _J [cases/kg PM
Disease incidences inhaled] [DALY/kg PM
[cases] inhaled]
7 Severity factor
A _J [DALY/case] J J

Human health impacts
[Disability-adjusted life years, DALY]

Fig. 10.21 Schematic impact pathway and related output metrics for characterising health impacts
from particulate matter (PM) exposure in life cycle impact assessment [adapted from Fantke et al.
(2015)]
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CF = FF x XF x EF x SF (10.10)

Emissions are expressed as mass of PM or precursor substance released into air.
From there, the impact pathway follows different distribution processes within and
between air compartments and/or regions (indoor, outdoor, urban, rural, etc.)
yielding a time-integrated mass of PM in the different air compartments and/or
regions. Relating the time-integrated PM mass in air to the mass of PM or precursor
substance emitted yields the fate factor (FF) with unit kg in air integrated over one
day per kg emitted. A certain fraction of PM mass in air is subsequently inhaled by
an exposed human population. This fraction is expressed by the exposure factor
(XF) describing the rate at which PM is inhaled with unit kg PM inhaled per kg PM
in air integrated over one day. Multiplying FF and XF yields the cumulative PM
mass inhaled by an exposed population per kg PM or precursor emitted expressed
as human intake fraction (iF). Inhaling PM mass may then lead to a cumulative
population risk referred to as expected disease incidences in the exposed human
population and typically assessed based on PM air concentration. Relating PM
concentration in air to cumulative population risk yields the exposure-response or
effect factor (EF) with unit disease cases (e.g. death for mortality effects) per kg PM
inhaled. Finally, disease incidences are translated into human health damages by
accounting for the disease severity expressed as disability-adjusted life years
(DALY) that include mortality and morbidity effects. Linking health damages to
disease incidences yields the severity (or damage) factor (SF) with unit DALY per
disease case.

For characterising health impacts from emissions of PM or precursor substances,
several aspects influence emission, fate, intake and health effects. Regardless of the
modelling setup (spatial vs. archetypal; including or disregarding indoor sources
and/or secondary PM formation, etc.), main influential aspects are spatiotemporally
variable population density and activity patterns, background PM concentration in
air, background disease rate and background severity, emission location (e.g. indoor
vs. outdoor or urban vs. rural) and emission height, as well as potential nonlinearity
in the disease-specific exposure-response relationship. The effect of using a
non-linear exposure-response curve in the calculation of CFs following the mar-
ginal and average approach is illustrated in Fig. 10.22 for two distinct background
concentration scenarios, where the difference between marginal and average
approach is increasing with increasing background concentration for an
exposure-response curve of supralinear shape.

10.13.3 Emissions and Main Sources

Substances considered in the different LCIA methods to contribute to health
impacts from PM are typically one or more PM fractions (PM;o, PM;g_5 5, PM; 5)
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and PM precursor substances (mostly NO,, SO, and NH3) and in some cases also
carbon monoxide (e.g. IMPACT 2002+) or non-methane volatile organic com-
pounds (e.g. ReCiPe). Relevant emission sources of PM (and/or precursors) are for
example road traffic, stationary emissions from coal/gas-fired power plants or
indoor emissions from solid fuels combustion. Several emission sources are
ground-level sources (e.g. road traffic and household combustion), while others are
considered to occur at higher stack levels (typically stationary emission sources,
e.g. power plants).

10.13.4 Existing Characterisation Models

In LCIA, archetypal impact assessment scenarios (e.g. urban, rural) are often used
instead of spatialized or site-specific scenarios, especially when emission locations
are unknown or fate, exposure and/or effect data do not allow for spatial differ-
entiation. Such archetypal approach and related intake fractions were proposed by
Humbert et al. (2011) with population density (urban, rural and remote) and
emission height (ground-level, low-stack and high-stack emissions) as main
determinants of PM and precursor impacts. The UNEP/SETAC Life Cycle
Initiative established a task force to build a framework for consistently quantifying
health effects from PM exposure and for recommending PM characterisation factors
for application in LCIA with fine particulate matter (PM,s) as representative
indicator. First recommendations from this task force focus on the integration of
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indoor and outdoor environments, the archetypal approach capturing best the
dominating differences between urban and rural areas and a number of other
improvements (Fantke et al. 2015).

Most LCIA characterisation methods addressing particulate matter formation
follow the framework described in this section. There are some methods, however,
that characterise impacts from particles as part of the ‘human toxicity’ impact
category (e.g. CML 2002 and EDIP 2003), while most methods (including all
methods developed after 2010) characterise human toxicity impacts from chemicals
and impacts from particles as separate impact categories, mainly due to the dif-
ferences in available data that allow using more refined models and less generic
assumptions for the impact assessment of particle emissions.

The most recent characterisation models—all damage-oriented—include work
by van Zelm et al. (2008) providing characterisation factors for primary and sec-
ondary PM, for Europe based on a source receptor model, work by Gronlund et al.
(2015) giving archetypal characterisation factors for primary PM, s and secondary
PM, 5 precursors based on US data and work by van Zelm et al. (2016) proposing
averaged primary and secondary PM, 5 characterisation factors for 56 world regions
based on a global atmospheric transport model. However, none of the currently
available approaches includes indoor sources, is able to distinguish emission situ-
ations at the city level or considers the non-linear nature of available
exposure-response curves, which is why further research is needed for this impact
category. For further details see Chap. 40 and Hauschild and Huijbregts (2015).

10.14 Land Use
10.14.1 Problem

Land use refers to anthropogenic activities in a given soil area. Examples of land
use are agricultural and forestry production, urban settlement and mineral extrac-
tion. The land use type in a specific area can be identified by the physical coverage
of its surface, for example tomato crop grows in open-field orchards or under
greenhouses, artificial surfaces with infrastructure are the expression of human
settlements and open-pits are a sign of ore extraction. There is thus a direct link
between land use and land cover, which is used to analyse land use dynamics and
landscape change patterns.

Soil is a finite resource, which contributes to the environmental consequences of
its use. Soil loss actually occurs quantitatively with the average soil formation rate
being extremely low compared to the soil depletion rate. It also affects qualitative
soil attributes, because degrading takes place via unsustainable management
practices for the highest quality soils, which are those able to fulfil a greater
diversity of purposes. As soil or land surface available at a given time is limited,
land-use competition between resource users for occupying the same space often
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arises. This drives continuous changes in land uses. Croplands, pastures, urban
areas and other land-use-intensive, human activities have expanded worldwide in
the last decades at the expense of natural areas to satisfy our growing society’s
needs for food, fibre, living space and transport infrastructure. Such changes
transform the planet’s land surface and lead to large and often irreversible impacts
on ecosystems and human quality of life (EEA 2010). For example, forest clearing
contributes to climate change with the release of carbon from the soil to the at-
mosphere. The loss, fragmentation and modification of habitats lead to biodiversity
decline. Land use change alters the hydrological cycle by river diversion and by
modifying the portion of precipitation into runoff, infiltration and evapotranspira-
tion flows (Foley et al. 2005). After soil surface conversion, inappropriate man-
agement practices on human-dominated lands can also trigger a manifold of
environmental effects on soil physical properties. In agricultural lands, mechanised
farming can induce soil compaction, which affects aquifer recharge and the natural
capacity of the soil to remove pollutants. Erosion is also a spread environmental
concern of intensive agricultural practices. In urban and industrial areas, soil has
been replaced by concrete surfaces and all its functions annulled.

The Millennium Ecosystem Assessment (2005) provides a comprehensive
description of how human land-use activities affect biodiversity and the delivery of
ecological functions. Some ecological effects of land use are:

e Biodiversity decrease at the ecosystem, species and genetic levels

e Impacts on local and regional climate regulation due to changes in land cover
and albedo, e.g. tropical deforestation and desertification may locally reduce
precipitation

e Regional decline in food production per capita due to soil erosion and deser-
tification, especially in dry lands
Rise in flood and drought risks through loss of wetlands, forests and mangroves
Change in the water cycle by river diversion and by greater appropriation of
freshwater from rivers, lakes and aquifers to be used for irrigation of areas
converted to agriculture

To sum up, land-use activities (including land conversion and land use itself)
cause noticeable damages on biodiversity and on the performance of soil to provide
ecological functions as illustrated in Fig. 10.23. These ecological functions upon
which human well-being depends are also referred to as ecosystem services
(Millenium Ecosystem Assessment 2005), and together with biodiversity loss are
the focus of the LCIA land-use impact category.

10.14.2 Environmental Mechanism

The LCIA land-use impact category covers a range of consequences of human land
use, being a receptacle (or ‘bulk’) category for many impact indicators. It does not
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assess nutrients, pesticides and any other types of emission to the ecosphere which
are characterised by the corresponding emission-based impact category (e.g. eu-
trophication for emission of nutrients, ecotoxicity for emission of pesticides). Their
inclusion in the land-use category would lead to double counting of the same
impact.

The general land-use environmental mechanism follows the model of Fig. 10.24.
It shows the cause—effect chain from the elementary flow (i.e. land transformation
or land occupation) to the endpoint damages on human health and ecosystems as
well as available soil resources. Land transformation refers to the conversion from
one state to another (also known as land use change, LUC) and land occupation to
the use of a certain area for a particular purpose (also known as land use, LU). The
figure should be read as follows, giving an example of the depicted impact path-
ways: land occupation leads to physical changes to soil, which leads to an altered
soil function and affects habitats and net primary production which eventually leads
to damage on ecosystem quality. The picture provides a good display of the
complexity involved in land-use modelling. For some of the presented impacts,
such as warming effect due to albedo change or landscape impairment, character-
isation models have yet to be developed.

The same type of human activity may cause different land-use related impacts
depending on the region of the world where the activity takes place. This variation
is due to the strong influence of climate, soil quality, topography and ecological
quality on the magnitude of the impact. For example, deforestation of a forest area
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for use in agriculture in the Brazilian Amazon has a greater impact in terms of
number of species affected than forest clearing in an ecologically poorer European
region. Because land use impacts depend on-site-specific conditions, land use is
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considered a local impact category in LCA, in opposition to other impact categories
of global geographic scope such as climate change, whose environmental effects (in
terms of radiative forcing) are independent of the location of the emission.

As a consequence of the above explanation, methods that focus on land-use
impacts should include geospatial data both in the LCI and the LCIA phases. The
inventory must contain information on the geographic location of the human
intervention, with a level of detail that may vary from the exact coordinates to
coarser scales (e.g. biome, country, continent), depending on the goal and scope of
the study and if the inventory refers to the foreground or to the background system
(see Chap. 9). In the LCIA, characterisation factors for a given impact indicator
must capture the sensitivity of the habitat to the impact modelled. For example,
characterisation factors for soil erosion may include information on the soil depth in
the specific location of the activity under evaluation, as the impact of soil loss will
depend on the soil stock size, i.e. thinner soils are more vulnerable than thicker soils
(Nufiez et al. 2013). Every geographic unit of regionalised impact assessment
methods has its own characterisation factor. Within the boundary of such a unit, it is
assumed that an activity triggers the same impacts on land.

10.14.3 Existing Characterisation Models

Characterisation of land use in LCA has been extensively discussed over the last
decades but is far from being settled, because the first operational methods have
only been available since 2010. Until then, land use was only an inventory flow-
counted in units of surface occupied and time of occupation (m” and years) and
surface transformed (m?), without any associated impact. The main reason for this
“late development” is that land-use related impacts rely on spatial and temporal
conditions where the evaluated activity takes place, whereas traditional LCA is
site-generic. During the last few years, the release of geographical information
system (GIS) software and data sets have brought new opportunities in LCA to
model land-use impacts and in general, any other spatially dependent impact
category.

Today, there are LCIA methods to evaluate impacts on biodiversity and impacts
on several ecosystem services. From the long list of services provided by terrestrial
ecosystems (24 acknowledged in the Millennium Ecosystem Assessment interna-
tional work programme (2005), LCA focuses on those which are recognised as
being more environmentally relevant (i.e. educational and spiritual values are
excluded). A non-exhaustive list of methods is provided below. For completeness,
see Mila i Canals and de Baan (2015):

e Impacts on biodiversity: Biodiversity should be preserved because of its
intrinsic value. The most commonly applied indicator is based on species
richness, given the availability of data (Scholz 2007; Koellner and Scholz 2008;
de Baan et al. 2013a, b). Damage on biodiversity is commonly expressed in
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quantity of species biodiversity loss, either in relative terms (potentially dis-
appeared fraction of species times surface, PDF.m?) or in absolute species loss.
Existing indicators for biodiversity are at the endpoint level (in Fig. 10.24,
Ecosystem quality-AoP natural environment box in the lower row). The
UNEP-SETAC Life Cycle Initiative project on global guidance for LCIA
indicators and methods provisionally recommended characterisation factors
from Chaudhary et al. (2015) representing global potential species loss from
land use to assess impacts on biodiversity due to land use and land-use change
as hotspot analysis in LCA only (not for comparative assertions nor
eco-labelling). Further testing of the CFs as well as the development of CFs for
further land-use types are required to provide full recommendation.

e Impacts on ecosystem services: Includes a range of indicators for life support
functions that ecosystems provide. Ecosystem services are hardly covered in
LCIA and proposals are still incipient. All available methods are on the mid-
point level (in Fig. 10.24, boxes between the LCI and the endpoint), which
means that comparison or aggregation with damages on biodiversity is not
possible so far. The recent draft review of land-use characterisation models for
use in Product and Organisation Environmental Footprint (PEF/OEF) provi-
sionally (i.e. “apply with caution”) recommended characterisation factors from
LANCA (Bos et al. 2016) to assess impacts on ecosystem services (EC-JRC
2016). Currently, there are LCA methods for the following ecosystem services:

e Biotic production potential: capacity of ecosystems to produce and sustain
biomass on the long term. Available indicators are based on the soil organic
matter (or carbon) content (Branddo and Mila i Canals 2013), the biotic
production (Bos et al. 2016) and the human appropriation of the biotic
production (Alvarenga et al. 2015)

e (Carbon sequestration potential: capacity of ecosystems to regulate climate by
carbon uptake from the air. The size of the climatic impact is determined by the
amount of CO, transfers between vegetation/soil and the atmosphere in the course
of terrestrial release and re-storage of carbon (Miiller-Wenk and Brandao 2010)

o Freshwater regulation potential: capacity of ecosystems to regulate peak flow
and base flow of surface water. Available indicators refer to the way a
land-use system affects average water availability, flood and drought risks,
based on the partition of precipitation between evapotranspiration, ground-
water infiltration and surface runoff (Saad et al. 2013; Bos et al. 2016)

e Water purification potential: mechanical, physical and chemical capacity of
ecosystems to absorb, bind or remove pollutants from water. Site-specific
soil properties such as texture, porosity and cation exchange capacity are
used as the basis for the assessment (Saad et al. 2013)

¢ FErosion regulation potential: capacity of ecosystems to stabilise soils and to
prevent sediment accumulation downstream. The soil performance is
determined by the amount of soil loss (Saad et al. 2013; Bos et al. 2016) and
how this soil loss reduces the on-site soil reserves and the biotic production
(Nufez et al. 2013)
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e Desertification regulation potential: capacity of dry lands to resist irreversible
degradation on the human time-frame. A multi-indicator system of four
variables, namely climate aridity, soil erosion, aquifer exploitation and fire
risk, determines the desertification ecosystem vulnerability (Nufiez et al. 2010)

The land-use impact category is likely the LCA category most affected by
potential problems of double counting. This is because methods for emissions and
methods for land use have been developed under two different, incompatible
approaches. Emission models are bottom-up: the starting point is the elementary
flowin the LCI and the impact model describes stepwise all the mechanisms that
link the cause (the LCI) to the consequence (midpoint or endpoint impact).
Land-use models, in contrast, are top-down. This means that they are based on
empirical observations of the state of the environment, but there is no evidence of
the connection between the consequence and the (supposed) cause. For example,
methods to evaluate biodiversity damage are based on databases of the species
present under different land-use types. The reduction in species richness from e.g. a
forest to an arable intensive agricultural land is driven by many reasons that par-
tially add to each other: cut down of trees and replacement for crops, use of tractor
and other agricultural machinery, emission of pesticides and fertilisers, etc.
However, how and how much each of the reasons above contributes to the actual
biodiversity loss observed in the agricultural land is not known. The development
of mechanistic models such as the ones used to characterise emissions, have the
potential to resolve the issue of double counting. For further details see Chap. 40
and Hauschild and Huijbregts (2015).

10.15 Water Use
10.15.1 Problem

Water is a renewable resource which, thanks to the water cycle, does not disappear.
It is a resource different from any other for two main reasons: (1) it is essential for
human andecosystem life and (2) its functions are directly linked to its geographic
and seasonal availability, since transporting it (and to a lesser extent, storing it) is
often impractical and costly. There is sufficient water on our planet to meet current
needs of ecosystems and humans. About 119,000 km® are received every year on
land in different forms of precipitation, out of which 62% are sent back directly to
the atmosphere via evaporation and plant transpiration. Out of the 38% remaining,
humans use only about 3%, out of which 2.1% for agriculture, 0.6% for industrial
uses and 0.3% for domestic uses. However, despite these small fractions, there are
still important issues associated with water availability. Many important rivers are
running dry from overuse (including the Colorado, Yellow and Indus), greatly
affecting local aquatic and terrestrial ecosystems. Humans compete for the use of
water in some regions, sometimes leading to the exchange of water rights on the
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market or to the exacerbation of tensions between nations. The World Water
Council described the problem well by stating: “There is a water crisis today. But
the crisis is not about having too little water to satisfy our needs. It is a crisis of
managing water so badly that billions of people—and the environment—suffer
badly”. In addition to the current mismanagement of the water, which is strongly
linked to a competing demand for human uses and ecosystems for a limited
renewable resource, the human demand is only increasing, namely due to a growing
population and changing diets (with increasing meat consumption). Water avail-
ability is also changing due to climate change, aggravating droughts and flooding
and hence further increasing the gap between the demand and availability in many
highly populated regions around the world. Since the problems associated with
water are dependent on where and when water is available, as well as in which
quality, it is these aspects that also need to be considered when we assess potential
impacts of human freshwater use on the environment (including human health) in
LCA.

10.15.2 Environmental Mechanism

Before diving into the assessment of potential impacts associated with water, some
concepts are important to establish first.

e Types of water use: Water can be used in many different manners and the term
water use represents a generic term encompassing any type of use. Consumptive
and degradative use are the two main types of use and all other types of use
(borrowing, turbinated, cooling, etc.) can generally be defined by one or a
combination of the following three terms:

— Water withdrawal: “anthropogenic removal of water from any water body or
from any drainage basin either permanently or temporarily” (ISO 2014)

— Consumptive use/water consumption: water use where water is evaporated,
integrated in a product or released in a different location then the source

— Degradative use/water degradation: Water that is withdrawn and released in
the same location, but with a degraded quality. This includes all forms of
pollution: organic, inorganic, thermal, etc. (ISO 2014)

e Sources of water: Different sources of water should be distinguished as impacts
from using them will often differ. In general, the following main sources are
differentiated: surface water, groundwater, rainwater, wastewater and sea water.
Some more specific descriptions can include brackish water (saline water with
lower salinity than sea water, generally between 1000 and 10,000 mg/1) or fossil
water (non-renewable groundwater)

e Water availability: when used as an indicator, this describes the “extent to which
humans and ecosystems have sufficient water resources for their needs”, with a
note that “Water quality can also influence availability, e.g. if quality is not
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sufficient to meet users’ needs. If water availability only considers water
quantity, it is called water scarcity”. (ISO 2014). However, this term (water
availability) is also used to refer to the renewable water volume that is available
in a specific area during a specific time, most typically annually or monthly over
a watershed (m3/year or m*/month)

e Water Scarcity: Different definitions exist for water scarcity, but in LCA the
following standardised one is retained: “extent to which demand for water
compares to the replenishment of water in an area, e.g. a drainage basin, without
taking into account the water quality” (ISO 2014)

e Watershed (also called drainage basin): “Area from which direct surface runoff
from precipitation drains by gravity into a stream or other water body” (ISO
2014). In general the main watershed is taken as the reference geographical area
to define the same location, as countries are often too large to represent local
water issues and smaller areas would lack data and relevance

As mentioned above, freshwater is received from precipitation and a fraction of
it (about 38%) is made available as “blue water”, or flowing water which can be
used by humans and ecosystems via lakes, rivers or groundwater. Some freshwater
is also present in deep fossil aquifers, which are not renewable (not recharged by
precipitation), and can be used by humans if pumped out. Groundwater aquifers can
recharge lakes and rivers, and vice versa, depending on the topology, soil porosity,
etc. Surface water is used by humans, aquatic ecosystems and terrestrial ecosys-
tems, whereas groundwater can be used by some terrestrial ecosystems and humans.

Water use impact assessment at midpoint level typically focuses on water
deprivation. Although water is renewed, there is a limited amount available in an
area at any point in time, and different users must share, or compete for, the
resource. Consuming a certain volume of water will lower its availability for users
downstream and may also affect groundwater recharge for example. Users
depending on this water may be deprived and suffer consequences. The extent to
which they will be deprived will depend on the water scarcity in a region
(Fig. 10.25). The higher the demand in comparison to the availability, the more
likely a user will be deprived. This user can be (1) humans (present and future

Potential deprivation Water Water
or Consumption Scarcity

Water Scarcity Footprint

Fig. 10.25 The potential deprivation caused by an additional water consumption in a region is
assessed by multiplying this water consumption with a local water scarcity factor. The result is also
called a water scarcity footprint
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generations) and (2) ecosystems (Bayart et al. 2010). Quantifying “the potential of a
user (humans or ecosystems) to be deprived when water is consumed in a region”
(Boulay et al. 2017) is the question normally answered at the midpoint level using
for example a scarcity indicator (or user-specific deprivation potential if they exist),
whereas assessing the potential damages from this deprivation on human health and
ecosystem quality is an endpoint assessment.

At the endpoint level, water use impact assessment is focused on the conse-
quences of the water deprivation for humans and ecosystems. The higher the
scarcity (and competition between human users), the larger the fraction of an
additional water consumption that will deprive another user. Which human user is
affected will depend on the share of each water user in a region, as well as their
ability to adapt to water deprivation. If the deprived users have access to sufficient
socio-economic resources, they may adapt and turn towards a backup technology
like desalinisation of seawater or freshwater import to meet their needs. Impacts
from human deprivation are then shifted from being solely on human health to all
impact categories that are affected by the use of this backup technology. However,
if socio-economic means are not sufficient to adapt to lower water and/or food
availability, deprivation may occur. Since the potential impacts associated with
water deprivation for humans assessed in LCA are on human health, deprivation of
water for domestic use, agriculture and aquaculture/fisheries are relevant. Domestic
users which already compete for water and have no means to compensate lower
water availability via purchasing or technological means will suffer from freshwater
deprivation, which is associated to water-related diseases caused by the use of
improper water sources and change of behaviour. Agricultural users that are
deprived of water for irrigation may produce less, which in turn will lead to lower
food availability, either locally or internationally through trade, which may increase
health damages associated with malnutrition. Similarly, lower freshwater avail-
ability for aquaculture or fisheries could lower fish supply and also contribute to
malnutrition impacts, although this was shown to be negligible in comparison to
other users’ deprivation. This impact pathway, leading to damages on human
health, is shown in Fig. 10.26.

Consuming water can also affect water availability for aquatic and terrestrial
ecosystems. If the flow of the river is altered, or the volume of the lake is reduced,
aquatic ecosystems have less habitat space and may either have to adapt or suffer a
change in species density. Since water compartments are strongly interconnected,
consuming water in a lake can affect the groundwater availability and vice versa,
and each change in availability can lead to a loss of species. Consuming water can
also alter the quality by reducing the depth of the water body for example,
increasing temperature or concentrating contaminants. Aquatic ecosystems are
dependent not only on a minimum volume for their habitat, but also on the flow
variations which are naturally influenced by seasons. Human interference with this
flow variation can also cause potential species loss. The groundwater table in some
regions directly feeds the roots of the vegetation and lowering the aquifer’s level
can mean that shorter roots species no longer reach their source of water. The
relevant mechanisms are summarised in Fig. 10.27. These impact pathways appear
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Fig. 10.26 Impact pathway from water consumption to water deprivation for human users leading
to potential impacts on human health in Disability Adjusted Life Years (DALY) [adapted from
Boulay et al. (2015)]

to be complementary, however more research is needed to determine how they
should be used together and to provide one harmonised methodology.

10.15.3 Existing Characterisation Models

A stress/scarcity index (here used interchangeably) is the most commonly used
midpoint, even if it does not necessarily represent an actual point on the impact
pathway of all endpoint categories. A scarcity index is based on the comparison
between water used and renewable water available, and represents the level of
competition present between the different users (ideally human users and ecosys-
tems). Early indicators (Frischknecht et al. 2008; Pfister et al. 2009) are based on
withdrawal-to-availability (WTA) ratios as these were the data available at the time.
Since water that is withdrawn but released into the same watershed (within a
reasonable time-frame) does not contribute to scarcity, indicators emerged which
were based on consumption-to-availability (CTA) ratios instead of withdrawals,
when the needed data became available (Boulay et al. 2011; Hoekstra et al. 2012;
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Berger et al. 2014). Further development led to the inclusion of environmental
water requirements as part of the water demand in order to better represent the total
water demand from all users, including ecosystems, and resulted in a ratio based on
demand-to-availability (DTA) being proposed (Boulay et al. 2014).

However, one important information was lost in all these indicators: the absolute
availability. A ratio of 0.5 may indicate that half of the available water is currently
withdrawn, consumed or demanded, but it does not inform on the magnitude of this
water volume (i.e. is it 1 or 1000 m>?). Regions differ largely in terms of absolute
water availability (or aridity) and this information should not be discarded by only
looking at the fraction of available water that is being used. In 2016, the WULCA
group (see below) proposed the area-specific Available Water Remaining indicator
(based on availability minus demand), AWARE, inverted and normalised with the
world average (Boulay et al. 2017). Ranging between 0.1 and 100, this index
assesses the potential to deprive another user (human or ecosystem) of water, based
on the relative amount, comparing to the world average, of water remaining per area
once the demand has been met. The more water remaining compared to the average,
the lower the potential to deprive another user, and vice versa.

It should be noted that some midpoints also propose to include quality aspects,
allowing the quantification of lower availability being caused by both consumptive
and degradative use. This is either done through the use of water quality categories
and the assessment of their individual scarcity (Boulay et al. 2011), or through a
distance-to-target approach, or dilution volume equivalent, in relation to a reference
standard (Ridoutt and Pfister 2010; Bayart et al. 2014).

As mentioned above, human water deprivation can cause health damage by
depriving three users: domestic, agriculture or aquaculture/fisheries. Domestic
deprivation has been assessed in two methods (Motoshita et al. 2011; Boulay et al.
2011) which quantify the impact pathways described above, either mechanistically
or statistically. Both provide characterisation factors in DALY/m?> consumed and
the details of the differences between the methods are described in Boulay et al.
(2015).

Agricultural deprivation has been assessed in three methods (Pfister et al. 2009;
Boulay et al. 2011; Motoshita et al. 2014). Differences are based on the user
competition factor (scarcity) used, the underlying sources of data, the parameter
upon which to base the capacity of users to adapt to water deprivation or not, the
calculation of the effect factor and, most importantly, the inclusion or not of the
trade effect, i.e. the ripple effect of lower food production to lower income and
importing countries. Analysis of these methods and modelling choices is provided
in Boulay et al. (2015) and at time of writing a consensus was built based on these
three models and is described in the Pellston Workshop report from Valencia, 2016.

For the damage that water use may cause on ecosystems, several methods exist
that attempt to quantify a part of the complex impact pathways between water
consumption and loss of species, i.e. ecosystem quality impacts. An overview of
these methods was prepared by Nufiez et al. (2016) who analysed in details the
existing models, assumptions and consistency. The large majority of them have not
yet found their way into LCA practice. None of these endpoint models use water
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scarcity as a modelling parameter, and hence scarcity does not represent a “true
midpoint” for ecosystem quality.

The assessment of impacts on the impact category resources, or ecosystem
services and resources, is still subject to debate and development. The main
question pending being “what exactly are we trying to quantify?”. For the case of
water, this can be answered in different ways: future generation deprivation,
resource-equivalent approach or monetarisation, but these still require further
development. The use of non-renewable sources of water fromfossil aquifers would
fall in this category.

For further details see Chap. 40 and Hauschild and Huijbregts (2015). Water is a
precious resource for humans and ecosystems and our attempts to protect it come in
different forms and from different angles. Numerous initiatives exist and indicators
of all kinds are emerging regularly and, for the time being, continuously evolving.
This should not be perceived as a problem or a sign of lesser value for these
indicators; it simply reflects the fact that potential issues associated with water are
diverse and so are the approaches to quantify and minimise them. The LCA
approach aims to quantify potential impacts associated with human activities (a
product, a service or an organisation) on specific areas of protection. Water-related
indicators developed within the LCA framework are aligned with this goal, and
efforts have been made to build consensus on these methodologies. The WULCA
(water use in LCA) expert working group of the UNEP-SETAC Life Cycle
Initiative has fostered the development and global harmonisation through interna-
tional consensus of the water-related impact assessment methods in LCA. For
further information on the existing methods, the reader is encouraged to explore the
website: www.wulca-waterlca.org.

10.16 Abiotic Resource Use

10.16.1 Problem

Natural resources constitute the material foundation of our societies and economies
and, paraphrasing the definition of sustainability by the United Nation’s
Commission on Environment and Development (the Brundtland Commission), they
are as such fundamental for our abilities to fulfil our needs as well as for future
generations’ possibilities to fulfil their own needs. Since we don’t know with any
certitude what the needs of future generations for specific resources will be, and in
order to respect the principle of sustainability, we have to ensure that the future
resource availability is as good as possible compared to the current generation’s
situation, i.e. we have to consider the future availability for all resources that we
know and dispose of today.

The definition of natural resources has an anthropocentric starting point. What
humans need from nature in order to sustain their livelihood and activities is a
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resource. For the context of LCA, Udo de Haes et al. (1999) thus define natural
resources as: “... those elements that are extracted for human use. They comprise
both abiotic resources, such as fossil fuels and mineral ores, and biotic resources,
such as wood and fish. They have predominantly a functional value for society.”

Although water and land are also resources, their use causes direct impacts on
the environment. In this respect they differ from the other resources and they are
therefore treated as individual impact categories and described in separate sections.
Currently, the resource use impact category covers mostly fossil fuels, minerals and
metals so this will also be the focus here.

In terms of future availability of a resource the issue is not the current extraction
and use of the resource per se but the depletion or dissipation of the resource.
Similar to the use of land, the use of resources can be viewed from an occupation
perspective and a transformation perspective. While a resource is used for one
purpose it is not available for other purposes, and there is thus a competition
situation. When resources are used in a way that caters to their easy reuse at the end
of the product life, they are still occupied and not immediately available to other
use, but they are in principle available to future use for other purposes. This is the
case for many uses of metals today. The occupation perspective is normally not
addressed in LCIA of resources today [with the exception of Schneider et al.
(2011)]. Rather than resource use the focus of the impact assessment is usually on
the resource loss that occurs throughout the life cycle.

Resource loss occurs through transformation of the resource when the use is
either consumptive or dispersive. Consumptive resource use converts the resource
in a way so that it no longer serves as the resource it was. An example is the use of
fossil resources as fuels, converting them in the combustion process into CO, and
water. The transformation occurring in dispersive resource use does not lose the
resource but uses it in a way that leads to its dispersal in the technosphere or
ecosphere in forms that are less accessible to human use than the original resource
was. Dispersive use occurs for most of the metals.

There is still much debate about what the issue of concern of natural resources is
and about how this should be addressed in LCIA (Hauschild et al. 2013). This may
be explained by the difference in functional values of natural resources on the one
hand, and intrinsic or existence values of other impact categories, assessing impacts
on human health and ecosystem quality, on the other hand. Steen (2006) sum-
marised different perceptions of the problem with abiotic resources in LCIA as: ...
(1) assuming that mining cost will be a limiting factor, (2) assuming that collecting
metals or other substances from low-grade sources is mainly an issue of energy,
(3) assuming that scarcity is a major threat and (4) assuming that environmental
impacts from mining and processing of mineral resources are the main problem.”

The extraction of resources and their conversion into materials that are used in
product systems are accompanied by energy use and direct emissions that make the
raw material extraction sector an important contributor to environmental impacts
and damages in many parts of the world. These impacts are addressed by the other
impact categories which are considered in LCA, and hence not treated under the
resource depletion impact category.
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10.16.2 Environmental Mechanism

With a focus on resource availability for current and future generations, the envi-
ronmental mechanism may look as shown in Fig. 10.28. It is assumed that resources
with easy and/or cheap access and with high concentration or quality are extracted
first. Consequently, today’s resource extraction will lead future generations to
extract lower concentration or lower value resources. This results in additional
efforts for the extraction of the same amount of resource which can be translated into
higher energy or costs. The endpoint of the impact pathway for resource use is often
assessed as the future consequences of resource extraction. Schneider et al. (2014)
went further in the pathway with the development of a new model for the assessment
of resource provision including economic aspects that influence the security of
supply and affect the availability of resources for human use.
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Fig. 10.28 Impact pathway for resource depletion [adapted from EC-JRC (2010b)]
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Several classification schemes exist for resources (Lindeijer et al. 2002), clas-
sifying them according to their origin into Abiotic resources (inorganic materials—
e.g. water and metals, or organic materials that are non-living at the moment of their
extraction—fossil resources) and Biotic resources (living at least until the time of
their extraction or harvest from the environment, and hence originating in the
biomass). A further classification may be done according to the ability of the
resource to be regenerated and the rate by which it may occur. Here resources are
classified into:

e Stock resources exist as a finite and fixed amount (reserve) in the ecosphere and
are not regenerated (metals in ores) or regenerated so slowly that for practical
purposes the regeneration can be ignored (fossil resources)

e Fund resources regenerate but can still be depleted (like the stock resources) if
the rate of extraction exceeds the rate of regeneration. Depletion can be tem-
porary if the resource is allowed to recover but it can also be permanent for
biotic fund resources where the species underlying the resource becomes extinct.
Biotic resources are fund resources but there are also examples of abiotic re-
sources like sand and gravel where the regeneration rate is so high that it is
meaningful to classify them as fund resources

e Flow resources are provided as a flow (e.g. solar radiation, wind and to some
extent freshwater) and can be harvested as they flow by. Flow resources cannot
be globally depleted but there may be local or temporal low availability (notably
for freshwater—see Sect. 10.15)

Stock resources are also referred to as non-renewable resources while fund and
flow resources jointly are referred to as renewable resources. Resources may also
be classified as exhaustible, i.e. they can be completely used up, and inexhaustible,
which are unlimited.

10.16.3 Existing Characterisation Models

Impacts resulting from resource use are often divided into three categories fol-
lowing the impact pathway (see Fig. 10.28):

1. Methods aggregating natural resource consumption based on an inherent
property

2. Methods relating natural resource consumption to resource stocks or availability

3. Methods relating current natural resource consumption to consequences of
future extraction of natural resources (e.g. potential increased energy use or
costs).

Category 1 methods focus for example on exergy [expressing the maximum
amount of useful work the resource can provide in its current form, (Dewulf et al.
2007)], energy (Frischknecht et al. 2015) and solar energy (Rugani et al. 2011).
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While being very reproducible and also easy to determine, the relevance of exergy
loss to the scarcity and future availability of the resource is not obvious and
therefore these methods are not recommended by the European Commission
(EC-JRC 2011). However, the cumulative energy demand (CED) method
(Frischknecht et al. 2015) is still used frequently as a resource accounting method in
LCA studies and is also part of various comprehensive LCIA methods like CML-IA
for fossil fuels (Guinée et al. 2002), ReCiPe (Goedkoop et al. 2012) and the
Ecological Scarcity method (Frischknecht and Biisser Knopfel 2013).

Viewing resource use from a sustainability perspective, the characterisation at
midpoint level in the environmental mechanism (Fig. 10.28) should address its
impact on the future availability of the resource for human activities. Several cat-
egory 2 methods do this through incorporating a measure of the scarcity of the
resource, expressed by the relationship between what is there and what is extracted,
i.e. between the size of the stock or fund and the size of the extraction. However,
there are different measures to determine the size of the stock or fund yet to be
extracted.

Figure 10.29 shows a terminology for classifying a stock resource into classes
according to their economic extractability and whether they are known or unknown.
Here we will describe those most used in LCIA. The reserves are the part of the
resource which are economically feasible to exploit with current technology. The
reserve base is the part of the demonstrated resource that has a reasonable potential
to become economically and technically available if the price of the resource
increases or if more efficient extraction technology becomes available. Ultimate
reserves are the resources that are ultimately available in the earth’s crust, which
include nonconventional and low-grade materials and common rocks. This reserve
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Fig. 10.29 Resource/reserve classification for minerals [taken from U.S. Geological Survey
(2015)]
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estimate refers to the quantity of resources that is ultimately available, estimated by
multiplying the average natural concentration of the resources in the earth’s crust by
the mass of the crust. Lately, the extractable geologic resource, also called ultimate
recoverable resource and ultimately extractable reserves, has also been adopted by
a few LCIA methods. This reserve type is the amount of a given metal in ore in the
upper earth’s crust that is judged to be extractable over the long term, e.g. 0.01%
(UNEP International Panel on Sustainable Resource Management 2011).

Each reserve estimate has pros and cons. Reserves are known and economically
viable to extract, but this amount can fluctuate considerably with changes in prices
and discoveries of new deposits. Reserve base has not been reported by the US
Geological Survey since 2009 because its size also increases and decreases based
on technological advances, economic fluctuations and new discoveries, etc.
Consequently, basing the characterisation factoron reserves or reserve base has the
problem that it changes with time. Ultimate reserves are calculated on basis of the
average concentration of metals in the earth’s crust so they are more stable but this
is not a good indicator of the quantity of the resource that can realistically be
exploited. Finally, the extractable geologic resource seems to be a quite certain
reserve estimate but authors are still debating how to quantify it (Schneider et al.
2015).

From the category 2 methods, CML-IA and EDIP are the most widely used. The
CML-IA method for characterisation of abiotic stock resources defines an Abiotic
Depletion Potential, ADP with a characterisation factor based on the annual
extraction rate and the reserve estimates. In Guinée et al. (2002) only the ultimate
reserves are included, but Oers et al. (2002) defined additional characterisation
factors on the basis of reserves and reserve base estimates. CML-IA using reserve
base estimates is the method recommended in the ILCD Handbook for LCIA in the
European context (EC-JRC 2011).

An alternative approach inspired by the EDIP method (Hauschild and Wenzel
1998) bases the assessment for the abiotic stock resources on the reserve base and
defines the characterisation as the inverse person reserve, i.e. the amount of reserve
base per person in the world. For renewable resources, the EDIP inspired charac-
terisation is based on the difference between the extraction rate and the regeneration
rate. If the regeneration rate exceeds the extraction rate, it is considered that there is
no resource availability issue, and the characterisation factor is given the value O.

Further, down the impact pathway, category 3 methods have been developed
expressing the future consequences of current resource consumption. Some meth-
ods quantify these consequences as additional energy requirements: Eco-Indicator
99, IMPACT 2002+; some methods quantify this effort as additional costs: ReCiPe
and Surplus Cost Potential on basis of relationships between extraction and cost
increase (Ponsioen et al. 2014; Vieira et al. 2016b), EPS 2000 and the Stepwise
method based on willingness to pay; and some methods quantify this effort as
additional ore material that has to be dealt with: Ore Requirement Indicator ORI
(Swart and Dewulf 2013) and Surplus Ore Potential SOP (Vieira et al. 2016a) used
in the LC-IMPACT LCIA method. These methods suffer from a strong dependency
on rather uncertain assumptions about the future efficiencies and energy needs of
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mining and extraction technologies, but they seem to better capture the issue of
concern which is assuring a supply of resources to future generations.

Schneider et al. (2014) defined a semi-quantitative method expressed as the
economic resource scarcity potential (ESP) for evaluating resource use based on life
cycle assessment. This method includes elements typically used in the discipline of
raw materials criticality, like governance and socio-economic stability, trade bar-
riers, etc., for which each element are scaled to the range 0-1.

For metal resources, characterisation factors are mostly applied to the metal
content in the ore, not the mineral that is extracted. The relevant inventory infor-
mation is thus the amount of metal used as input, not the amount of mineral. This is
also how life cycle inventory (LCI) databases model elementary flows of mineral and
metal resources. Schneider et al. (2015) considers not only the geological stock not
yet extracted, but also the anthropogenic stock in circulation in products and goods.

The geographic scale at which it is relevant to judge the availability and de-
pletion of a resource depends on the relationship between the price and the
density/transportability of the resource. The scale is global for the valuable and
dense stock and fund resources that are easy to transport and hence traded on a
world market (metals, oil, coal, tropical hardwood), while it is regional for the less
valuable and/or less dense stock and fund resources that are used and extracted
regionally (natural gas, sand and gravel, limestone) or even locally.

For further details see Chap. 40 and Hauschild and Huijbregts (2015).
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Chapter 11
Uncertainty Management and Sensitivity
Analysis

Ralph K. Rosenbaum, Stylianos Georgiadis and Peter Fantke

Abstract Uncertainty is always there and LCA is no exception to that. The
presence of uncertainties of different types and from numerous sources in LCA
results is a fact, but managing them allows to quantify and improve the precision of
a study and the robustness of its conclusions. LCA practice sometimes suffers from
an imbalanced perception of uncertainties, justifying modelling choices and
omissions. Identifying prevalent misconceptions around uncertainties in LCA is a
central goal of this chapter, aiming to establish a positive approach focusing on the
advantages of uncertainty management. The main objectives of this chapter are to
learn how to deal with uncertainty in the context of LCA, how to quantify it,
interpret and use it, and how to communicate it. The subject is approached more
holistically than just focusing on relevant statistical methods or purely mathematical
aspects. This chapter is neither a precise statistical method description, nor a
philosophical essay about the concepts of uncertainty, knowledge and truth,
although you will find a little bit of both. This chapter contains (1) an introduction
of the essential terminology and concepts of relevance for LCA; (2) a discussion of
main sources of uncertainty and how to quantify them; (3) a presentation of
approaches to calculate uncertainty for the final results (propagation); (4) a dis-
cussion of how to use uncertainty information and how to take it into account in the
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interpretation of the results; and finally (5) a discussion of how to manage, com-
municate and present uncertainty information together with the LCA results.

Learning Objectives
After studying this chapter, the reader should be able to:

e Explain the importance and usefulness of addressing uncertainty in LCA

e Distinguish types and sources of uncertainty and variability and explain
important misconceptions of uncertainty in the context of LCA

e List the dominating sources of uncertainty in a typical LCA
Explain the relevant concepts and vocabulary of uncertainty
Analyse sensitivity, uncertainty and variability and use these insights to reduce
overall uncertainty when performing an LCA

e Express and communicate uncertainty in an appropriate way, catering to the
purpose of the analysis

e Apply uncertainty information in results interpretation and decision support

11.1 Introduction

The British mathematician, science historian, author and inventor Jacob Bronowski
wrote that “Knowledge is an unending adventure at the edge of uncertainty”. This is
a perfect motto and inspiration for this chapter. Before learning how to deal with
uncertainty in the context of LCA, how to quantify it, interpret and use it, or
communicate it, which are the main objectives of this chapter, it is useful to truly
understand the concept of uncertainty in a broader sense. It is for that reason that we
have chosen to approach the subject much more holistically than just focusing on
relevant statistical methods, mathematical aspects and the like. This chapter is
neither a precise statistical method description, nor a philosophical essay about the
concepts of uncertainty, knowledge and truth, although you will find a little bit of
both.

First of all, uncertainty is always there, it is the elephant in the room no matter
what we are doing or talking about. From individuals to the entire humanity, from a
child to a stock market broker to the most accomplished Nobel laureate, many of
our daily efforts are related to knowing more, doing better, being more precise and
more accurate. Acquiring knowledge and information and reducing the uncertainty
around them is a driving force behind all human advancement, mobilising
incredible amounts of resources worldwide. It is in fact one (if not the) driving force
behind most things we do.

Uncertainty is also often the elephant in the room when people talk about or
apply LCA. It is always there but some may fear it and ignore it deliberately, some
may use it to criticise or even discredit LCA. An oversimplified understanding of
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uncertainty is a good part of the problem’s root in both cases. Uncertainty is indeed
frequently perceived as potentially discrediting LCA and its results as being too
uncertain, unreliable, and insufficiently capable of distinguishing the compared
options. The often considerable resources required for quantifying and managing
uncertainty in an LCA study is an important barrier for their adequate consideration.
Nevertheless, the presence of uncertainties of different types and from numerous
sources in LCA results is a fact and ignoring them may be more detrimental than
managing them in an integrated manner which allows their meaningful use to
quantify and improve the precision of a study and the robustness of its conclusions.

LCA practice sometimes suffers from an imbalanced perception of uncertainties
and their use in justifying modelling choices and omissions (e.g. excluding impact
categories due to their perceived uncertainty). Identifying prevalent misconcep-
tions, in some cases “myths”, around uncertainties is another central goal of this
chapter. The ambition is to help balancing the discussions around uncertainty in
LCA and establish a positive discourse that focuses on the advantages of uncer-
tainty management. Proper uncertainty management allows for more robust results
and conclusions in support of science-based decision-making, grounded on the
(accurate) recognition and discussion of inevitable and ubiquitous uncertainties.

Consider the following conceptual and simplified example to illustrate how
fundamentally useful uncertainty assessment and management are in LCA.
Figure 11.1 shows the results of an LCA study, performing a comparison of two
alternative options A and B, for a given impact category like water use for example.
The point estimate (i.e. reproducible, single value output from the LCA model
without considering variations in inputs) impact score is 4 for option A and 6 for
option B, which may suggest that option A is preferable, i.e. less environmentally
impacting, over option B by a factor of 1.5. However, considering the uncertainties
(including correlations between both options), the impact scores can be shown as
superposed distributions as demonstrated in Fig. 11.1 (even though this may not be
the best way to compare scenarios as discussed later in this chapter). Where the
distributions are overlapping, option B has certain chances to be preferable over
option A, the opposite of the conclusion drawn above from only looking at the point
estimates. The more the distributions overlap, the higher the chances that option
A may not be preferable to option B. In the left plot, there is a relatively small
overlap of both distributions, and hence a relatively low chance to take the wrong
decision when preferring option A over option B. In the centre plot, it is essentially
impossible to discern the impact scores of both options and the chances to make the
wrong conclusion would be high, no matter which option is chosen. In the right
plot, the dispersions of both options are different (which will usually be the case in
practice) and need to be evaluated in order to derive more reliable results. How to
deal with such cases is discussed further-on in the chapter. That means that if the
uncertainty cannot be further reduced (e.g. by using more certain data or models),
both options are basically equal in terms of their potential environmental impact on
water use.

The consideration and communication of uncertainties related to results obtained
via modelling and/or measurements is vital for their correct interpretation. This is
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Fig. 11.1 Illustrative comparison of impact scores from two options A and B with the point
estimates of 4 and 6, respectively, in all graphs, but with different uncertainties, low in the left,
high in the centre and mixed in the right graph

often hampered by the difficulty to assign and propagate uncertainty information of
the usually numerous parameters of a model as required by uncertainty assessment
methods. This problem becomes even more apparent when modelling large systems
as usually done in LCA, not to mention that there is more to overall uncertainty of a
model result than just what parameters contribute. In current daily LCA practice,
this often leads to complete omission of this important and integral aspect of any
model result, while it may potentially influence or even change the conclusions of a
study.

Uncertainty thus refers to everything we do not know and we cannot be certain
about, regardless whether we are aware of it or not. In order to create a common
basis of understanding when using technical terms and vocabulary around uncer-
tainty, a thorough definition of important terms and concepts will be provided as
starting point in the following section.

11.2 Essential Concepts and Definitions

In order to provide an accessible and operational angle on the subject, we have
deliberately chosen to use simplified terminology and explanations that do not
always capture everything there is to say. The focus of this chapter is on what is
relevant for LCA students and practitioners, not on covering all aspects around
statistical concepts, terms and definitions. For many concepts there may be multiple
terms that are used synonymously in literature and in some cases there may not
even be consensus on specific terms and their definition, such as what a sensitivity
analysis exactly is for example. The implicit imprecision may be shocking to
experts in statistics, but avoiding to capture the full complexity substantially helps
getting a first grasp and understanding of the main concepts and how they are used
in LCA practice, which is the main purpose of this chapter.
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11.2.1 Defining Uncertainty, Variability and Sensitivity

The term uncertainty is used with a fairly large variation in its definition, including
or excluding (somewhat) adjacent concepts like variability and sensitivity. It is
therefore difficult if not impossible to give a universally valid and accepted defi-
nition of uncertainty. For the sake of defining a common understanding within the
scope of this book, we use the definition of uncertainty as comprising everything we
do not know, expressed as the probability or confidence for a certain event to
occur. More precisely, the “unknown” includes both random and systematic errors
(of estimating, measuring or collecting data), mistakes, and epistemological (or
epistemic) uncertainty (i.e. lack of scientific knowledge and consequent misinter-
pretations). To put it a bit bluntly, uncertainty in principle describes the degree to
which we may be off from the truth. In reality it is of course impossible for us to
know that, otherwise we would not have to face uncertainty since we would know
the truth (and we will avoid attempting to define what “truth” itself means).
Therefore, in practice we define reference points that we assume to represent truth
or at least to be close to it. A typical example for such a reference point would be a
measurement. If we trust the measuring method and protocol we trust that a
measurement represents a sort of truth at a specific point in space and time and the
difference between a modelled estimate and a corresponding measured value is then
used as an indicator for uncertainty. Ciroth et al. (2004) discuss and nicely illustrate
this discrepancy between measured and true value and what uncertainty represents
in that respect.

It is then important to keep in mind that the measured value inevitably comes
with its own uncertainty due to possible measurement errors (and mistakes) and due
to the uncertainty of how suitable the measurement method and how representative
the sampling was regarding the actual “truth”. Uncertainty can thus be quantified
and reduced by knowing more, which usually requires us to invest more resources
in order to gain more knowledge (e.g. by performing additional measurements or
collecting more data and refining the model). However, no matter how many re-
sources we have available, we can never be certain that we have eliminated (or at
least minimised) uncertainty.

In order to define variability, let’s take the example of body weight distributions
in a human population. Many observations we can make will always have more
than one value, as soon as we measure more than one sample (i.e. a sub-set of data
points from a population of measured data), human body weight being an intuitive
example. We are thus faced with a natural variability that simply represents the
variety or spread in the data that we will always observe. With enough resources at
hand that allow us to take every possible sample, we can perfectly well measure and
quantify this variability, but we can never reduce it. In the context of LCA, we are
typically faced with three different types of variability: (1) temporal variability (e.g.
seasonal changes in temperature), (2) spatial or geographical variability (e.g. pop-
ulation density in different regions), and (3) inter-individual variability of humans,
animals, other species (e.g. differences in diets) or technologies.
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In LCA practice, the terms variability and uncertainty are often not distinguished
or overarching one another (i.e. variability is often included as one aspect of
uncertainty). However, for their important differences described before, it is rec-
ommendable and good practice to quantify and maintain both well separated as this
will allow us to put this information to good use when interpreting and improving
LCA results. We will come back to that later.

The sensitivity of a model describes the extent to which the variation of an input
parameter or a choice (e.g. time horizon in the functional unit) leads to variation of
the model result. A model is sensitive toward a parameter if a small change in this
parameter will result in a large change in the model result, whereas a model is
insensitive toward a parameter if any change in this parameter will have no (or
negligible) effect on the model result (which in certain cases might indicate that this
parameter may not be needed in the model, or at least that it is not an important
input parameter for this particular value of the model result). Sensitivity may be
analysed for both continuous and discrete input parameters, and it can also be
analysed for choices leading to discrete sets of input values. For example, the
choice of LCIA method is always a discrete choice between a certain number of
fixed options (i.e. available methods). It is worth noting that the term sensitivity is
used in various and inconsistent ways throughout literature and no agreement on its
exact definition exists. Two main uses could be distinguished: (1) For some authors
sensitivity includes the effect of uncertainty and thus considers the range of vari-
ation of input parameters as a function of their uncertainty (which hence needs to be
known), varying them all at the same time. This is also called global sensitivity
analysis and is essentially what this chapter refers to as uncertainty analysis.
(2) Others define sensitivity solely as the effect of a certain change in input on the
output applying a predefined variation without considering the uncertainty. This is
analysed by varying one parameter at a time and also called local sensitivity
analysis. In the context of this book and many publications in the LCA community,
sensitivity only describes the variation of a result due to variation of an input or
choice, without considering its uncertainty, i.e. local sensitivity.

11.2.2 Defining Accuracy and Precision in the LCA Context

When talking about uncertainty, a number of terms are often used in conjunction or
interchangeably which seem to be synonyms but in fact are not. Two such terms are
accuracy and precision. The definition of these terms in general English dictionaries
varies to some extent, the Oxford English Dictionary for example defines accuracy
as technical noun being “The degree to which the result of a measurement, cal-
culation, or specification conforms to the correct value or a standard” and precision
as technical noun being “Refinement in a measurement, calculation, or specifica-
tion...”. Therefore, both terms are independent and while accuracy refers to the
correctness of a value, precision relates to the relationship among multiple mea-
surements or calculation results. It is therefore useful to have a closer look at the



11 Uncertainty Management and Sensitivity Analysis 271

actual meaning of these terms in a technical or scientific context and what they
imply for LCA. Accuracy describes the closeness of a measured or modelled value
to its “true” value. Precision represents the quality of being reproducible in amount
or performance (i.e. any repetition of a calculation, experiment, model run, etc.
gives a similar result when precise or a wide spread when imprecise), but a
reproducible result does not necessarily have to be very accurate or even “true”. In
consequence, the accuracy of a model result may be high while its precision can be
low as illustrated in Fig. 11.2. This means that the average of such model results
will still represent meaningful information even though the results’ spread (i.e. the
standard deviation) may be large. In contrast, a very precise measurement or model
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Fig. 11.2 Illustration of precision and accuracy
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result (i.e. with a small standard deviation) is not necessarily meaningful if it comes
with low accuracy regarding the information one is actually looking for.

In the LCA context, this can be illustrated using the different time horizons of the
global warming potential (GWP). When intending to capture potential impacts from
global warming of greenhouse gas (GHG) emissions, the GWP is integrated over
20, 100 and until the 4th TPCC Assessment Report (IPCC 2007) even over
500 years. It is intuitive that precision decreases with an increasing time horizon
due to the assumptions necessary to model and predict far into the future, but does
accuracy also automatically decrease with longer time horizons?

In order to answer that question, we need to consider that most GHGs stay much
longer in the atmosphere than 20 years. GWP20 is a very precise and probably
accurate indicator for the cumulative radiative forcing (i.e. the capacity to absorb
energy, which can be measured in the lab) of a molecule during 20 years, but it
neglects that this molecule may still be active long after. It is thus a very inaccurate
indicator for the total potential contribution of the molecule to global warming,
which is what we are usually interested in for an LCA study (unless the goal and
scope definition requires a focus on short-term impacts). Therefore, implicitly
assuming that GWP20 quantifies the (total) potential contribution of an emission to
global warming bears a risk of interpreting LCA results wrongly in spite of using an
indicator that is very precise, as it is inaccurate for the objective at hand (Fig. 11.3).

This example may seem somewhat obvious, but there are many other instances
of exactly this type of confusion that can be found in current LCA practice. Another
example is the comparison of the uncertainty of indicator results from different
impact categories. The GWP is generally perceived as a fairly certain midpoint
indicator whereas human toxicity is seen as a very uncertain midpoint indicator, an
argument that is sometimes used to justify the omission of toxicity characterisation
from an LCA study. It is worth reflecting whether this direct comparison of
uncertainties makes sense by looking at the environmental relevance of what both
indicators are actually quantifying.

We discussed in Chap. 10 that GWP is the time-integrated radiative forcing of a
substance per unit mass emitted. The input data required to calculate it are relatively

Fig. 11.3 GWP20 more
precise but less accurate from
an LCA perspective than
GWP100

GWP 20 GWP 100
precision accuracy
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straightforward to measure and well reproducible in a laboratory, or in other words
it is a precise indicator. It indicates the potential absorption of energy in molecules
in the atmosphere, but it does not inform us on its impact on the environment or
human health, or in other words it is not accurate regarding the goal of quantifying
potential environmental impacts. Most toxicity midpoint indicators, however,
quantify statistically how many disease cases (or affected species) may potentially
occur in a human (or ecosystem) population per mass emitted. Therefore, toxicity
indicators are much more representative regarding the consequences of a potential
impact than GWP, or in other words a toxicity midpoint indicator has a higher
environmental relevance than GWP and may thus actually be more accurate than
GWP, while being less precise. Only the inherent, and most likely often uncon-
scious, assumption of causal links between radiative forcing—increased tempera-
ture—melting polar caps—rising sea levels—more extreme weather events—Iloss
of agricultural yield—increased competition for food—starvation and possibly even
war—and thus effects on human health makes this indicator useful for LCA, but
does it make it actually less uncertain for indicating a potential environmental or
human health impact?

The argument of too high uncertainty of toxicity indicators thus refers to their
precision (reproducibility), but not necessarily to their accuracy (in representing
environmental impacts) and may hence be misleading. In addition, the spread
between the highest and the lowest values for an indicator may differ widely
between impact categories. Given that the toxicity-related impact categories cover
several thousand elementary flows (i.e. chemical emissions) with different envi-
ronmental mechanisms, related variability is higher by several orders of magnitude
than for impact categories only covering a handful of elementary flows (e.g. climate
change including ~50 chemicals). An example of the relationship between
uncertainty around results for a single chemical and spread of results across
chemicals is given in Chap. 31, Fig. 31.7.

In LCA, uncertainty should always be referring to what a study aims to quantify.
The environmental relevance of indicators varies greatly among impact categories
and is also a source of uncertainty towards the conclusions of a study. Just because
this uncertainty is not quantified or even somewhat unconscious, that does not mean
that it is not present. Hence, a direct comparison of purely precision-related
uncertainty among midpoint indicators is not meaningful unless the compared
indicators have a similar level of accuracy (i.e. environmental relevance).

This brings us to another common misconception about the uncertainty of LCA
indicators, namely the choice of using midpoint or endpoint indicators. The typical
trade-off between both options is that a midpoint indicator result will be more
precise but less environmentally relevant, while it will be the opposite for an
endpoint indicator (i.e. less precise but more environmentally relevant). Therefore,
endpoint indicators are typically perceived as more uncertain based on their usually
lower precision (due to a larger number of choices and hypotheses involved in their
modelling compared to midpoint indicators). When considering environmental
relevance as a measure of accuracy and a type of uncertainty (as discussed further
below), it is important to keep in mind that midpoint indicators have a large portion
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of (unquantified or unperceived/unconscious) uncertainty due to their lower envi-
ronmental relevance compared to endpoint indicators. As depicted in Fig. 11.4,
overall uncertainty may increase or decrease from a midpoint to an endpoint
indicator of a given impact category, depending on the uncertainty of models and
parameters used for endpoint modelling.

However, Weidema (2009) pointed out that this “figure implies that it is possible
to make a trade-off between relevance and uncertainty, in which the overall error is
minimised ... [and] ... that the consequences of the decision will be less uncertain if
the decision is taken at the point where the overall error is minimised—that is, at a
midpoint [...] (e.g., at the level of CO,-equivalents)”, which is a common per-
ception among LCA practitioners and clients. Weidema then rightfully argues that
“When the decision is implemented, however, the consequences occur not only at
the level of the midpoint but also at the level of the endpoint (the decision will
result in lost species and lost lives). This implies that the apparently low uncertainty
of the decision at midpoint does not reduce the uncertainty of the consequences of
the decision at endpoint level, which are still as uncertain as indicated at the bottom
of [the] figure [...]. If the consequences at endpoint level (e.g., lost species and lost
lives) are what we really are interested in (as implied by the maximum relevance),
then taking the decision at the midpoint level (e.g., CO,-equivalents) is simply the
same as ignoring the true uncertainty of the consequences of the decision.” In other
words, if minimal or avoided environmental consequences are the objective of a
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Fig. 11.4 Conceptual representation of how overall uncertainty may decrease (middle) or increase
(right) from midpoint to endpoint (damage) in an impact pathway (leff); uncertainty of
interpretation and uncertainty of models and parameters contribute to different extents to overall
uncertainty on midpoint (early in the impact pathway) and on endpoint/damage level (end of the
impact pathway) while environmental relevance increases [taken from Hauschild and Potting
(2005)]
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decision, choosing midpoint indicators because they can be quantified with higher
precision will still not avoid the uncertainty of that decision’s environmental con-
sequences since a midpoint indicator is less relevant (representative) for the envi-
ronmental consequences to be avoided. Weidema (2009) entertainingly compares
this flawed logic as being “representative of the situation of the drunk who, when
asked why he was searching for his keys under the streetlight although he had lost
them in the dark alley, responded that it was easier to see under the light”. In
consequence, the overall uncertainty of endpoint indicators may not (always) be
much different to that of midpoint indicators from a decision-support perspective as
indicated in Fig. 11.4 where the development in the “overall uncertainty” accom-
panying the decision may sometimes be lowest at the damage level, when the
reduction in interpretation uncertainty, going from midpoint to damage, more than
compensates the increase in model and parameter uncertainty of the applied char-
acterisation model.

Hopefully, these examples illustrate that when discussing uncertainties between
LCA indicators (of different impact categories or between midpoint and endpoint
level), all types of uncertainty combined with the related concepts of precision and
accuracy need to be considered or else the risk of oversimplifying and comparing
apples and oranges is imminent, which may lead to unjustified and wrong
conclusions.

The very purpose of any model is to represent a simplification of reality, but what
is the right level of simplification? In order to establish a useful model, a meaningful
level of complexity is required. As illustrated in Fig. 11.5 adapted from Ciroth
(2004), the overall error (of representing reality) of a model is, among other, a
function of the error due to an inaccurate representation of reality (too complex
model with, e.g. too many input parameters and algorithms that introduce each their
own uncertainty) and the error due to ignoring too much of the complexity of reality
(too simplistic model). Accordingly, balancing both will yield the lowest overall
model-related error. This is known as the parsimony principle, i.e. as simple as
possible and as complex as necessary, and intuitively is a suitable leitmotif for LCA.

minimum overall error
overall error

-
-
-

“error due to misconception

-

simplifying reality
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Fig. 11.5 Too complex modelling can have a similar error of representing reality as too simplistic
modelling [modified from Ciroth (2004)]
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Simplicity is often perceived as a desirable quality of a model making it easy to
understand and less data demanding. Complexity on the other hand is frequently
perceived as cumbersome, non-transparent and data intensive. However, rejecting
complexity as such, without regarding its relevance and influence on the decision at
hand, will of course be simpler and also lead to a decision, but it may not be a
decision fulfilling the LCA objective of choosing an environmentally preferable
option. In other words, it may be a more precise but less accurate and thus a
potentially misleading decision. Given the inherent (i.e. unavoidable) complexity of
environmental processes and our still limited knowledge of them, the principle of
“It is better to be vaguely right than exactly wrong” (Read 1920) is a much cited
and useful angle when discussing uncertainties in LCA, thereby also acknowl-
edging that we should never design our models more complex than necessary to
avoid “paralysis by analysis” potentially leading to no operational model at all and,
hence, to no decision (support).

11.2.3 Representing Uncertainty

The probabilistic nature of uncertainty of the studied process or object is concep-
tualised by a probability distribution. The probability distribution of a continuous
variable is described by a distribution function, usually the probability density
function (PDF—not to be confused with the abbreviation PDF for Potentially
Disappeared Fraction of species as used in Chap. 10). In practice, the PDF of an
input parameter x is estimated by the values x; measured over a sample, ranging
from a minimum to a maximum value. Hence, the probability is approximated by
the relative frequency when enough values are sampled. For example, when
measuring the body weight of individuals in a human population of several thou-
sand people, we will always find a range of values with a minimum value given by
the lightest and a maximum value given by the heaviest individual(s) among those
measured. Drawing the full range of measured values on the x axis and how often
each of these values occurs (=their relative frequency) on the y axis results in a
distribution function (a PDF) as illustrated in Fig. 11.6.

The shape of this function varies substantially depending on the frequency of the
values of a variable. Many shape patterns have been clearly defined and termed,
distinguishing continuous distributions such as normal, log-normal, or beta, and
discrete ones such as binomial, Poisson, or hypergeometric, the latter being char-
acterised by a probability mass function (PMF). When representing uncertainties,
these names are used to describe the type of distribution and are an essential
element when addressing the uncertainty of a (measured or estimated) parameter or
the model output. Various methods exist to fit a continuous or a discrete distribution
over a set of values.

Generally, important measures to describe uncertainties of an input parameter
x or the model output are the standard deviation for the spread of a distribution, and
for the central tendency of a distribution the arithmetic mean (or average), the
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sets of sampled values
with a certain relative
/frequency

fitted distribution function

| Relative frequency of x;

Sampled values x;

Fig. 11.6 Fitting of a distribution to a set of values for a variable

median, and (more rarely) the mode. The arithmetic mean or average of a sample
is calculated as the sum of all values divided by the total count of all values. The
mode is the most frequent (i.e. most probable) value within the dataset, and the
median is the value separating the upper 50% and the lower 50% of all values when
ranked in order of their magnitude. In a perfectly normally distributed dataset, the
average, median, and mode are identical, whereas in any skewed distribution (e.g. a
log-normal distribution) these central tendency measures have different values.
However, the mean has the disadvantage to be very susceptible to outliers
(unusually small or large values within a dataset) and skewed data. Therefore, the
mean does not represent the best central value in skewed distributions (e.g.
log-normal), whereas the median is less affected by the skewness of a dataset. The
variation of the sample values is most commonly described by the (sample)
standard deviation. The PDF or PMF are sufficient to fully characterise the dis-
tribution of an input parameter, but it is not always evident to derive these func-
tions. Then the combined knowledge of the average (or median) and the (sample)
standard deviation can provide a useful description of the behaviour of a parameter.

In-between the minimum and the maximum values of the range, we will find all
sampled values and measures of central tendency for a probability distribution, like
the average and the median body weight in the previous example. For the quan-
tification of uncertainty, we usually do not use the entire range between these two
extrema, but rather a sub-set of (more representative) values. Figure 11.7a repre-
sents a normal distribution for an input parameter x with known parameters p
(=mean) and ¢ (=standard deviation). Integrating under the curve of the normal
distribution from negative to positive infinity, the area is 1 (i.e. 100%).
Consequently, the probability for a value drawn from this distribution to fall in the
range +oo is 100%. Obviously, this is not useful in terms of describing the
uncertainty of a parameter.

In the context of environmental modelling (including LCA) the typically used
uncertainty range is the 95% interval as given in Fig. 11.7a as shaded area for a
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Fig. 11.7 a Normal distribution and b log-normal distribution with 95% uncertainty interval
ranges shaded in grey

normally distributed input parameter. This 95% uncertainty interval can be inter-
preted as the range of values within which (approximately) 95% of all randomly
measured values can be found. When the distribution function is known, we can
also say that any sampled (or measured) value one may take in the future will fall
within this range with 95% chances. Assuming a normal distribution for our
example on body weight, this means that 95% of all measured weights from our
population will fall within this range and that if picking randomly a person from
that population, one will have 95% chances that this person has a body weight
within this range of values and only 5% chances to pick a person lighter or heavier
than that. The limits of the uncertainty interval are referred to via various names
such as upper and lower bounds or 2.5th (lower bound) and 97.5th (upper
bound) percentiles. Other used uncertainty intervals for normally distributed
variables are the 68 and the 99.7% intervals.

The link between measures of central tendency (especially the mean and median)
and dispersion (standard deviation) of an input parameter x with the upper and
lower uncertainty bounds is detailed in the following. Going back to the normal
distribution in Fig. 11.7a with mean value u and standard deviation o, the 95%
uncertainty interval (approximately) corresponds to the interval range between u —
20 and pu+ 20. The limits of this interval are the 2.5th percentile (2.5th %ile) as the
lower bound at u— 20 and the 97.5th %ile as the upper bound at u+ 2g.
Integrating over a range within £¢ from the mean value y, the resulting value is
0.6826; hence, the probability for a value to fall within the range +o around the
mean is approximately 68%. This range is called the 68% (sometimes 65%)
uncertainty interval. You may have guessed it by now, the 99.7% uncertainty
interval is then bounded by © — 3¢ on the lower and u 4 3¢ on the upper end of the
distribution.

If an input parameter x is log-normally distributed with population parameters p
and o, it means that the natural logarithm of the parameter follows a normal
distribution. This distribution is often observed for measurements of environmental
input parameters and hence frequently used in environmental modelling. The me-
dian value m of the log-normal distribution is identical to the geometric mean e,

while the mean of the distribution is e” " 7"/2. The mean is larger than the median as
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this distribution is right skewed. For a log-normally distributed input parameter, the
corresponding distribution and the 95% uncertainty interval are depicted in
Fig. 11.7b. The 95% uncertainty interval (approximately) corresponds to the inte-
gration over the range m/e? to m x e*°. The exponential term is thereby defined as
the squared geometric standard deviation:

GSD? £¢%. (11.1)

With that, the GSD? is used to define the 2.5th and 97.5th %iles, i.e. the 95%
uncertainty interval bounds, of a log-normal probability distribution around the
median m of x as

Plrobability{L2 <x<m X GSDZ} ~ 0.95. (11.2)
GSD

The uncertainty intervals as discussed above should be distinguished from the
confidence intervals. In practice, a population parameter (mean, median or standard
deviation) is often unknown. In statistical data analysis, confidence intervals are
usually calculated, that is the estimated range of values that frequently contains the
“true” value of the unknown population parameter, if the sampling procedure is
repeated. We need here to clarify some common misconceptions around the in-
terpretation of confidence intervals. For our example on body weight, suppose a
95% confidence interval for the unknown true mean weight that ranges from a to
b (a < b). The statements “95% of the population weighs between a and b kilo-
grams” or “There is a 95% chance that the mean weight of the population lies
between a and b kilograms” are false. The correct interpretation is “If we were to
repeat the weight measurement over and over, then 95% of the time, on average, the
confidence intervals contain the true mean weight.” The latter does not refer directly
to a property of the population parameter, but a property of the procedure itself.
Two useful further readings on common misconceptions and misinterpretations of
confidence intervals and other statistical methods and parameters are the papers
from Greenland et al. (2016) and Hoekstra et al. (2014). For a further study of
confidence intervals, and all the concepts presented in this section as well, the
reader can refer to bibliography in probability and statistics, e.g. Walpole et al.
(2012).

The type of distribution is an important element to precisely describe the
uncertainty of a parameter. The simplifying assumption of a certain type of dis-
tribution (in LCA typically log-normal), instead of attempting to identify the exact
distribution, is very useful when little or no information is available about a
parameter or when using simplified, approximate analytical uncertainty propagation
methods. However, this is sometimes met with criticism by practitioners who would
like to integrate uncertainty information into their LCA studies using the exact
distribution type. While from a purely statistical point of view this is the ideal, the
very large number of variables and their distributions for individual inventory data
and characterisation factors used to quantify the uncertainty of an impact score, will
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often result in a normal distribution of the impact score. This phenomenon is called
the “central limit theorem” which states that the arithmetic mean of a sufficiently
large number of independent values will be approximately normally distributed,
regardless of the underlying input distributions (Polya 1920). Although, this the-
orem requires certain conditions to be fulfilled (e.g. independence of the included
parameters, existence of a finite expected value and standard deviation for each
parameter), it is reasonable to assume these conditions to be fulfilled by most unit
processes in LCI. This practical assumption offers several ways to significantly and
parsimoniously simplify uncertainty quantification in the LCA context with a likely
acceptable loss of precision when assuming one or only a few distribution types for
LCA input parameters.

11.3 Addressing Uncertainty in LCA

11.3.1 Types and Sources of Uncertainty and Variability
in LCA

There is no shortage of classifications of uncertainty types in literature, ranging
from only two or three classes up to ten or more different types. A very useful
classification for LCA was published by Huijbregts (1998) and comprises the
following classes:

. Temporal variability (e.g. seasons),

. Spatial variability (e.g. population density, climate conditions),

. Variability between objects (e.g. between different individuals),

. Parameter uncertainty (e.g. inaccuracy, lack or non-representativeness of input
data and model parameters),

5. Model (structure) uncertainty (e.g. algorithms in process and characterisation

models),
6. Uncertainty due to choices (e.g. definition of functional unit and system
boundaries, selection of LCIA method),

to which Bjorklund (2002) added:

AW N =

7. Epistemological uncertainty (e.g. lack of relevant knowledge),
8. Mistakes (e.g. choosing the wrong substance or process due to similar names as
references, unit conversions or unclear units like tons vs. metric tons/tonnes),

and to which we add:

9. Relevance uncertainty (e.g. environmental relevance, accuracy or representa-
tiveness of an indicator towards an area of protection).

Huijbregts (1998) also provided an illustrative list of examples of sources of
uncertainty for each type and per LCA phase, which was slightly modified by
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Bjorklund (2002) and by the authors of the present chapter and which is shown in
Table 11.1. A classification of uncertainty types widely used in many fields of
application distinguishes only three different types: parameter, model, and scenario
uncertainty. Most of the nine uncertainty types listed above are essentially
sub-classes of these three types as indicated in Table 11.1. Parameter uncertainty
comprises variability and uncertainty in model input parameters. Model uncertainty
indicates the uncertainty of the model itself via setup, initial and boundary condi-
tions defined, variables/indicators taken into account, and equations used. Scenario
uncertainty can be interpreted as uncertainty in the application and use of the model
and its results under predefined conditions and assumptions. Whereas parameter
and model uncertainty only contribute to the uncertainty of the numerical model
results, scenario uncertainty may also contribute to uncertainty in the interpretation
of the model results and, hence, that of a consequent decision as illustrated in
Fig. 11.9.

For a number of reasons, parameter uncertainty and variability is the uncertainty
type that is best considered in current LCA practice and it is what most people refer
to when discussing uncertainty in LCA. With occasional, rare exceptions, the few
published LCA studies that include uncertainty, essentially consider parameter
uncertainty and variability. This kind of uncertainty is estimated in LCI databases
such as ecoinvent and in some LCIA methods such as Impact World+ or LC-Impact,
and LCA software allows to include the respective calculations in an LCA study. Itis
also a source of uncertainty that practitioners can address by improving data quality
and representativeness, e.g. using primary data for foreground processes, or via
spatialised LCA. This can be illustrated using three axes of data representativeness
as discussed by Weidema et al. (2003), which constitute a three-dimensional space
as shown in Fig. 11.8. LCI data may thus be too detailed, too un-specific, or too
non-representative along one, two, or all three axes. Their distance on each axis to
the range of data needed thereby represents their uncertainty.

It is important to keep in mind that most types of uncertainty and variability
listed in Table 11.1 will contribute, to varying degrees, to the overall uncertainty of
a quantitative LCA result (i.e. impact score). Just because parameter uncertainty is
essentially the most accessible one and therefore the most frequently assessed or
discussed type of uncertainty, it does not mean that it is always the most important
(i.e. most contributing) one. The ninth type in the list above (uncertainty related to
environmental relevance, accuracy or representativeness) refers to how completely
all relevant processes are included in a model, notably to how completely an
environmental mechanism is represented in a given characterisation model for a
given category midpoint or endpoint (as illustrated in Fig. 11.4). Note that com-
pleteness and representativeness relate directly to the goal and scope of an LCA,
e.g. the GWP model may be perfectly representative and complete if the goal of a
study is to calculate a carbon footprint, while it may be incomplete and of low
(environmental) relevance if the goal is to quantify the contribution of an activity to
climate change-related human health impacts. For this reason, uncertainty related to
environmental relevance or representativeness (i.e. termed here as relevance
uncertainty in line with Paparella et al. 2013) cannot be part of the model
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Fig. 11.8 Three aspects of data representativeness in LCA based on Weidema et al. (2003)

uncertainty, which is an intrinsic property of a model result and does not depend on
how it is used or interpreted.

Uncertainties and variabilities are typically discussed regarding their importance
for the uncertainty of a numerical model output or result, i.e. a number with its
standard deviation and eventually a distribution function, which describes the
uncertainty of the underlying tool and its result. This does however not consider
what this result is being used for, which decision it supports and how it is being
interpreted in the context of this decision. In order to also be able to represent and
discuss additional sources of uncertainty related to results interpretation and the
decision context, the concept of relevance uncertainty may be helpful. The more
representative an indicator is for a given environmental (or social or economic)
problem or damage, the lower the uncertainty on its interpretation, as discussed
before. As shown in Fig. 11.9, this may be called the relevance uncertainty, which
essentially contributes to the uncertainty of a conclusion or decision, but not to that
of the numerical model result. Weidema (2009) pointed this out by stating that
“Perhaps the cause of the logical error in the interpretation of (Fig. 11.4) ... is that it
requires that relevance (or uncertainty of interpretation) can be measured in the
same unit as uncertainty of measurement, which is, in fact, not possible. Relevance
is what we look for; uncertainty addresses the reliability of our measurement. When
we are deciding how to measure what we look for, it is irrelevant how precisely we
can measure what we do not look for”.
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Parameter uncertainty

Variability and uncertainty of model input
parameters

Model uncertainty
Uncertainty of the model itself

of the model result

Overall uncertainty

Scenario uncertainty

Uncertainty related to choices, preferences and
scenarios

Relevance uncertainty

Uncertaintyin relevance and representativeness
of indicators for the decision at hand

Fig. 11.9 Types of uncertainty and their contribution to result and decision uncertainty

This can be illustrated via a simple example on the use of indicators. Before
leaving the house in the morning, many people check the outdoor temperature.
What will be the uncertainty of this information? We can probably assume it to be
low, so it is a very certain indicator value. However, the real question behind may
not be what the value of the current temperature is, but what would be the adequate
way to dress for the day. This decision requires a number of indicators, among other
temperature, but also wind speed (or chill factor), rainfall and the predictions of
those parameters for the rest of the day. Now the uncertainty of these indicator
values is probably already a bit higher than that of the current temperature, but
that’s not all, since the decision at hand is the choice of clothes. This however
comes with its own uncertainty on the interpretation of the link between preferable
clothes and the available indicator values for temperature, wind speed, precipitation,
all with their respective predictions and related uncertainties. The overall uncer-
tainty of the decision is therefore dependent not only on the contributions from the
indicator values but also on their interpretation and on how to conclude from them
to choosing among a range of options for pants, jumpers, shoes, and jackets.

To translate this example into the world of LCA, one could ask “What is the
GWP100 of 1 litre biodiesel?” and most practitioners will be able to answer this
question (using a number of assumptions and choices) with reasonable certainty.
However, a typical LCA goal is not the quantification of a given indicator, but the
support of a decision like “Is biodiesel environmentally preferable to fossil diesel?”.
To answer that question, multiple indicators besides GWP100 such as land use,
(pesticide-related) toxicity, eutrophication and others will have to be calculated.
The resulting midpoint or endpoint indicator values, respectively, have their
uncertainties and comparing them among both diesel types also adds uncertainty.
However, the overall uncertainty of the answer to the question of preference is also
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affected by how the link between the differences of the indicator values and their
representation of environmental consequences is interpreted.

Completeness refers to a parsimonious balance between simplicity and com-
plexity (as discussed above in relation to Fig. 11.5), not to the need to include
everything. The same parsimony principle also applies to the related balance
between parameter and model uncertainty. In essence, a too simple model will be
missing important processes and thus have high scenario and relevance uncertainty
due to low environmental relevance, but will have low parameter and model
uncertainty. A too complex model, in contrast, may need many (uncertain or
unknown) parameters and may imprecisely represent some processes (high model
uncertainty), but will also be more (environmentally) relevant, i.e. low uncertainty
on representativeness. Similar to Fig. 11.5, overall uncertainty will thus, again, be
lowest when both extremes are well balanced, the model being as simple as possible
and as complex as necessary (i.e. following the parsimony principle), representing
well all significantly influential processes (van Zelm and Huijbregts 2013). This is
another example why the assumption of low uncertainty for a simple model, just
because it needs few parameters, is incorrect and misleading.

When discussing uncertainty or error in LCA, it is also important to be aware of
the implications of random versus systematic errors. In most fields where uncer-
tainty assessment is addressed, the goal is to be precise on an absolute indicator,
like temperature or weight for example, which aims to respectively indicate how hot
or cold or how light or heavy something or someone is. With some exceptions, the
goal in LCA is usually to compare (even a hotspot analysis is essentially a com-
parison between all processes within a product system) and provide a relative
indicator of how much better or worse an option is compared to another, as opposed
to indicating how good or how bad something is in absolute terms. In such a
comparative context, a systematic error—affecting all compared objects in the same
way—may have little importance for the interpretation of results and drawing
conclusions. It will just shift all results up or down systematically. It thus affects the
result in absolute terms (i.e. the numbers are all higher or lower), but not in relative
terms (i.e. the quantitative difference between compared objects remains largely the
same). This is frequently ignored when LCA is being criticised as too uncertain,
essentially because people tend to interpret its uncertainty in absolute terms and
compare it with the absolute uncertainty of other methods like quantitative risk
assessment for example, whereas much of the absolute uncertainty does not con-
tribute to the uncertainty of the difference between compared alternatives, which
will be further discussed in Sect. 11.4.2. This is also related to why LCA results
represent potential impacts and (usually) not predictions of observable impacts (see
discussion and definition in Chap. 10).
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11.3.2 Uncertainty Quantification and Propagation
Methods

A quantitative uncertainty management is still a rare sight in LCA practice. If
integrated, the most commonly considered types of uncertainty are parameter
uncertainty and variability. Parameter uncertainty for example is captured in
uncertainty estimates for inventory data such as given in the ecoinvent database.

The quantification of uncertainty refers to the task of establishing a quantitative
measure of uncertainty for (1) a specific source of uncertainty in an LCA (e.g. a
mean value, standard deviation, and distribution type for a variable or an other
uncertain aspect), and (2) the overall uncertainty of an LCA as a result of the
combination of specific sources of uncertainty. The latter is achieved using
uncertainty propagation methods.

Having discussed the types and sources of uncertainty and variability that are
relevant for LCA, the question arises how to quantify them in order to consider and
manage them during the assessment process. Some uncertainty types may be more
straightforward to quantify statistically than others (e.g. variability of measurable
parameters, uncertainty due to some choices), some can be estimated but may be
very difficult to quantify (e.g. model uncertainty) and those that relate to the
unknown cannot be quantified at all (e.g. mistakes, epistemological uncertainty, and
environmental relevance). The latter can (and should) be considered qualitatively
during the interpretation of LCA results (see Chap. 12). In consequence, the
quantitative overall estimated uncertainty of a model result is both incomplete and
uncertain in itself. This however does not make this information useless, but it is
essential to consider when interpreting results including their uncertainty.

Several methods to quantify the (quantifiable) uncertainty elements of an LCA
have been proposed and implemented to some extent into LCA. Among these
methods are reporting uncertainty intervals, analysing parameter variability and/or
different scenarios, translating qualitative data quality ‘pedigree criteria’ into a
numerical pedigree matrix, using fuzzy data sets, applying analytical uncertainty
propagation, conducting numerical, probabilistic simulations based on e.g. Monte
Carlo analysis, using Bayesian statistics, or a combination of some of these
methods. The following sections describe three methods that are already used in
LCA: (1) the semi-quantitative pedigree matrix approach used for example by
ecoinvent for the quantification of variability and uncertainty of LCI data;
(2) Monte Carlo simulation used in LCA software like SimaPro, GaBi, openLCA,
and the more explorative/educational LCA tools CMLCA and Brightway 2; and
(3) Taylor series expansion used in CMLCA. A broader overview of selected
quantitative uncertainty propagation methods in the context of LCA or the com-
parison of specific methods can be found in Lloyd and Ries (2007), Heijungs and
Huijbregts (2004), or Groen et al. (2014).
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Pedigree Matrix Approach

Information about the uncertainty associated with elementary flows is often not
available or difficult to quantify for the hundreds to thousands of flows in a typical
LCIL. To nevertheless address uncertainty related to LCI results, a simplified
semi-quantitative procedure can be used and is implemented into the ecoinvent
database and also used by ILCD (EC-JRC 2010). It quantifies (exclusively) pa-
rameter uncertainty via combining two different kinds of uncertainty:

(1) Basic uncertainty due to variation and stochastic error of the values for ele-
mentary flows, from measurement uncertainties, activity specific variations,
temporal variations, etc. This is quantified either using statistical methods when
sufficient data are available, or via a simplified approach assuming a log-
normal distribution, establishing an approximation that reflects the lack of
sufficient information to calculate a more precise estimate.

(2) Additional uncertainty based on data quality indicators using a qualitative

9%

assessment of “reliability”, “completeness” and representativeness in terms of
“temporal correlation”, “geographical correlation”, and “further technological
correlation”. These quality indicators are assigned different scores expressing
for each value different degrees of data quality and uncertainty and are repre-
sented by a numerical value (1, 2, 3, etc.) for each data quality and uncertainty
degree. The lower a score for any quality indicator, the higher is the data quality
and/or the lower the data-related uncertainty. As illustrated in Fig. 11.10,
combining data indicators in rows with the scores for each indicator in columns
gives the so-called “pedigree matrix” considering additional uncertainty
(uncertainty due to using imperfect data).

Originally, the semi-quantitative pedigree matrix approach was proposed by
Funtowicz and Ravetz (1990) in a framework for managing “all sorts of uncer-
tainty” and later adapted to LCI modelling by Weidema and Wesnaes (1996) as
being integrated into ecoinvent. The concept of the pedigree matrix is shown for the
data quality indicator “reliability” of the data sources in Fig. 11.10. Combining data
quality indicators with their respective scores gives a set of uncertainty factors
aggregated into (geometric) standard deviations based on assuming log-normally
distributed data in ecoinvent 2. These uncertainty factors are based on expert
judgment, without (documented) empirical foundation and have been updated with
a more empirical approach by Ciroth et al. (2016) based on analysing LCA studies
and data with focus on industrial processes separately for each data quality indi-
cator. Furthermore, in ecoinvent 3 the mathematical framework has been developed
to also calculate uncertainty factors for distributions other than log-normal from the
coefficient of variation chosen as a universal measure of variability and defined as
the ratio between the arithmetic standard deviation and mean for all distributions
(Muller et al. 2016).

The pedigree matrix based approach was also applied in LCIA for estimating
input data uncertainty for toxicity characterisation by Fantke et al. (2012). In this
context, the matrix columns represent data-related base uncertainty and the matrix
rows represent spatiotemporal data variability. This application and the framework
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Qualitative scoring

indicator score 1 2 3 4 5 (default)
indicator
Verfied data partly )
verifed data based on| b@sed on assumptions Non-verfied data Qualified esimate
reliability or partly based on (e.g. by indusinal | Non-qualified estmate
measuremen’s | non-verfied data based qualiied estmates exper)

on measurements

<

Uncertainty factors (ecoinvent 2) based on expert judgment

indicator score 1 2 3 4 5 (default)
indicator
reliability 1.00 1.05 1.10 1.20 1.50

L

Tentative uncertainty factors (ecoinvent 3) based on empirical foundation

indicator score 1 2 3 4 5 (default)
indicator
reliability 1.00 1.54 (interim) 1.61 1.69 (n.a))

Fig. 11.10 Excerpt from the ecoinvent 3 pedigree matrix showing scores for the data quality
indicator “reliability” of the data source [adapted from Ciroth et al. (2016)] and how the scores are
translated into numerical uncertainty factors based on expert judgement (for ecoinvent 2) or based
on empirical data (for ecoinvent 3). The full matrices contain scores for five different indicators

laid out by Muller et al. (2016) demonstrate that the semi-quantitative pedigree
approach can be flexibly applied to different aspects of an LCA study based on a
diversity of different data lacking fully quantifiable uncertainty information.

Numerical Uncertainty Propagation

The most widely used uncertainty propagation method is a numerical approach
called Monte Carlo simulation (sometimes also referred to as Monte Carlo analy-
sis). It is available in all major LCA software (although not in all respective ver-
sions). Its basic principle is the repetition of model calculations (i.e. iterations)
using values for each input parameter sampled from its defined probability distri-
bution. A Monte Carlo simulation is outlined as follows:

Step 1: generate samples of random values for all input variables;

Step 2: apply the model on the generated values to calculate the model output in
terms of LCA results;

Step 3: analyse statistically the model output.

The model output can therefore be represented by a probability distribution
instead of a single value. An insufficient number of iterations will result in an
unreliable empirical distribution of the output variable that may neither consider the
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full (or at least sufficiently representative) range of output values possible, nor
represent the true shape of the distribution. In consequence, the distribution type
will not be stable and the uncertainty will therefore be imprecisely estimated.

The accuracy of a Monte Carlo analysis increases as the number of iterations
becomes larger. However, there is no generic approach to determine when the
number of iterations is ‘large enough’. Consequently, the number of iterations may
vary among practitioners and also among studies performed by the same practi-
tioner. The number of simulations does not dependent on the number of input
parameters, but, in practice, the more complex a (LCI) model is, the more
time-consuming a Monte Carlo simulation becomes, which may affect the total
number of iterations. Instead of pre-defining the necessary number of iterations, it
may be more efficient to run a few tests using an increasing number of simulations
until the uncertainty measures (mean, standard deviation or eventually the distri-
bution shape) does not change above an ‘acceptable’ difference, when further
increasing the number of iterations. With enough experience, the number of
required iterations can be identified based on the type or complexity of a study.

While the basic, iterative principle is the same for any implementation of Monte
Carlo simulation, the sampling method (i.e. how the values from the distribution of
an input parameter are sampled) can vary. The simplest sampling method is called
“simple random sampling” (SRS), sometimes also “Monte Carlo sampling”, and it
randomly samples a value from the entire distribution of a parameter, as many times
as the number of iterations set. Another, more optimised sampling approach is
“Latin hypercube sampling” (LHS), which is a stratified sampling method that first
divides a distribution into segments of equal probability and randomly samples one
value from each segment. Subsequently, for each iteration, one of these
pre-sampled values is randomly selected and used as input parameter value. If
correctly set up, this allows a better representation of extreme values (close to upper
and lower bounds of the distribution) and can significantly reduce the amount of
iterations required as it needs less iterations in order to create a sufficiently repre-
sentative amount of combinations of the different input parameter values. There are
several specialised, further optimised variants of this sampling technique, including
for example Median Latin Hypercube sampling, which samples the median of each
segment instead of a random value. For most LCA applications with its many
distributions and multiple sources of variance contributing to the result’s overall
uncertainty, there will often be no difference or particular advantage in using LHS
compared to SRS. Only when a small amount (typically less than five) of input
parameters contributes most to the overall output uncertainty, the advantage of LHS
may be tangible. For an overview on simulation and sampling approaches, see e.g.
Ross (2012).

Since all inputs are assumed to vary independently and thus in principle any
combination of input values is possible, Monte Carlo simulation as described above
implies mutual independence of all input parameters. In LCA however, many input
parameters are correlated, i.e. if one parameter has an increased value any correlated
parameter will consequently have a value that is higher or lower by a specific factor.
This dependency of two or more parameters can be expressed using covariance or a
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correlation coefficient, which can be incorporated into a Monte Carlo simulation so
that no impossible combinations of input values are sampled. This will typically
lead to a reduction (sometimes an increase) in output uncertainty that can be very
large compared to assuming input parameter independence and it is therefore
essential to consider. Note that, when correlations exist, appropriate conditional
distributions are required. The difficulty in LCA practice is to identify and, even
more so, to quantify input parameter correlations, which may be numerous and not
typically provided in LCI databases. For a single scenario, Groen and Heijungs
(2017) analysed the importance of correlation in uncertainty and sensitivity analysis
in LCA. They compared two approaches to include correlation of input parameters
and demonstrated that the risk of ignoring correlation can be quantified. They found
that in some cases it may not be necessary to quantify and consider correlation and
that the risk of ignoring it can be included in the uncertainty analysis and thus be
considered for the quantification of the robustness of the results and the consequent
decision. One possible way of identifying and managing input parameter correlation
is described in the Supporting Information of Fantke et al. (2012).

A note to avoid confusion: LCA (and other) literature sometimes refers to Monte
Carlo and Latin Hypercube (with or without further specification whether simula-
tion, analysis or sampling is meant) as if they were two distinct alternative sampling
methods. As described above however, both belong to the family of Monte Carlo
simulations and the difference is the sampling method.

Analytical Uncertainty Propagation
The most classic, simple and well-established analytical approach to uncertainty
analysis, which is widely used in physical sciences and engineering, is the
first-order approximation or Gaussian approximation, named after its famous
developer Carl Friedrich Gauss. Morgan and Henrion (1990) described how a
first-order approximation can be derived from the Taylor series (i.e. the represen-
tation of a function as an infinite sum of terms calculated from its derivatives at a
given point), a technique based on a Taylor series expansion of the function relating
model input parameters to model results (output). They extended this to a number
of special cases, essentially allowing a wider application. This method uses linear
first-order equations within a fully multiplicative set of parameters assuming
independence of all relevant inputs.

In this method, relative (normalised local) sensitivity coefficients S; are defined
for each input variable x, calculated from the change of model output y (9 output)
per relative change of input variable x (O input) and evaluated at the point x = X:

» Ooutput/output  dy/y

Si - : =
Jinput/input  Ox/x| _;

(11.3)

Model output uncertainty, represented by the corresponding squared geometric
standard deviation of model output, GSD)z,, can be described by its variance,
var[In(y)], i.e. the variation around its mean value. Output variance depends on the
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variance of all model input variables, var[In(x;)] (Morgan and Henrion 1990). If we
use the fact that the variance of any input variable is related to its GSDi by

var[In(x;)] = [In(GSD,,)]*, we can express model output uncertainty via its GSD}Z,

as a function of GSDi of model input:

GSD? = exp (2 X /Z var[ln(x,)]) = exp <\/Z [ln (GSD)ZG)]Z) (11.4)

The GSDi for the different input variables need to be known or can be
approximated e.g. for log-normally distributed data from the 95% uncertainty

interval by GSD? = \/97.5th%ile/2.5th%ile (see also Fig. 11.7b and Eqgs. 11.1
and 11.2) to ultimately arrive at an overall model output uncertainty using this
analytical uncertainty quantification approach.

In the LCA context, this method was first proposed for use in LCI (Heijungs
1996, 2002, 2010; Heijungs et al. 2005). Based on this, application to LCA was
demonstrated by Ciroth et al. (2004) for a virtual case and by Hong et al. (2010) for
the real case of the carbon footprint of a car part comparing several scenarios and
considering the dependency of many LCI and LCIA parameters shared by the
considered scenarios, which is essential when comparing them. Imbeault-Tétreault
et al. (2013) applied it to a complete LCA comprising 881 unit processes with 689
elementary flows comparing two scenarios and considering their dependencies.
Different implementations of this method are possible, dealing in different ways
with the limitations of this approach based on different underlying assumptions as
compared and critically discussed by Heijungs and Lenzen (2014).

Comparisons with the results from Monte Carlo simulation which is considered
to be the reference method for uncertainty propagation in LCA, consistently found
good accordance between both methods applied to LCA (Ciroth et al. 2004; Hong
et al. 2010; Imbeault-Tetreault et al. 2013; Heijungs and Lenzen 2014).

The main advantages of the analytical approach are its relative simplicity and
calculation speed. The uncertainty is instantly calculated, whereas Monte Carlo
simulation may take several minutes for small systems and few iterations to hours
or even days of calculation time for complex systems and many iterations. For a
typical LCA and a reasonable number of iterations, half an hour up to several hours
on a modern computer can be expected. This is a major drawback towards routine
uncertainty assessment in LCA and a central motivation for the authors mentioned
above to explore analytical approaches for use in LCA. On the other hand, ana-
Iytical methods are limited to predominantly simple (i.e. linear and continuous)
models. An overview of strengths and weaknesses of analytical versus numerical
methods in LCA was derived by Heijungs and Lenzen (2014) and is summarised in
Table 11.2. It is worth mentioning that the analytical approach does not provide
information about the distribution type of its result, only the standard deviation, but
in LCA, a log-normal distribution is often assumed for the output similarly to the
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Table 11.2 Comparison of main strengths and weaknesses of analytical and numerical
uncertainty propagation methods

Analytical: Taylor series expansion

Numerical: Monte Carlo simulation

Uncertainty Standard deviation Standard deviation, distribution
information type, parameter(s) describing the
required per distribution

parameter

Uncertainty Standard deviation Standard deviation, distribution
information type, further statistical analysis (e.g.

obtained for
model result

median, interquartile range, etc.)

Applicability

Linear (almost), continuous
functions; small uncertainties; no
covariance (unless considered in
additional term)

Linear and nonlinear, continuous
and discrete functions; small and
large uncertainties; no covariance
(unless considered in additional
term)

Calculation time

Instantly

Several minutes to hours

Capturing
correlation of
input parameters

Possible

Possible

Advantages » Fast calculation time (i.e. seconds) | * Distribution type and parameters
« Distribution type and parameters or outputs determined
of inputs not required * Flexible and widely applicable
* Useful screening approach including to complex models
Disadvantages * Distribution type and parameters |+ Long (sometimes very long)

or outputs not determined
« Fairly rigid and limited to simple

calculation time (i.e. hours to
days)

linear models
 Less widely applicable than
Monte Carlo

* More input information required

input parameters. Heijungs and Lenzen (2014) concluded that both methods should
be implemented in LCA software and used complementarily in LCA, in order to
profit from their respective advantages.

Quantification of Sensitivity

Sensitivity can be quantified using perturbation analysis (although often also
referred to as sensitivity analysis, a term which is not clearly defined and used in
different ways in literature, including or excluding uncertainty). Perturbation
analysis can be performed numerically by varying an input parameter (e.g. by a
fixed amount, a percentage, a standard deviation, or between a minimum and a
maximum) and observing the resulting change in model output relative to the result
using the unchanged input parameter (Heijungs 1994). The sensitivity S is then the
ratio of the relative change in output divided by the relative change in input as given
in Eq. 11.3. There are also analytical approaches available to provide this analysis
(Heijungs 1994, 2002, 2010). The illustrative case study of an LCA on window
frames in Chap. 39) identifies sensitive parameters calculating sensitivity ratios
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using Eq. 11.3 and also runs two sensitivity scenarios to test the influence of central
assumptions in the study concerning the choice of geographical location (Danish vs.
average European residence) and the decision whether to go for a design with a
two-layered or a three-layered window pane.

If the input is not a parameter but a discrete choice (e.g. system boundaries,
allocation rules, functional unit, LCIA method), a so-called scenario analysis
evaluates the change in the result for each alternative considered (or meaningful) for
a given choice. In this case Eq. 11.3 cannot be applied and a change in a choice
may entail a change in several (correlated or mutually independent) input param-
eters, such as the case for the choice of LCIA method, which will usually change all
characterisation factors. The analysis of the influence of a choice on the result is
therefore referred to as scenario analysis, with each choice representing a possible
scenario. Although they are formally two different types of analysis, a scenario
analysis can be seen as a sort of sensitivity analysis, but for discrete changes in
(often multiple) inputs instead of variation of one continuous parameter value at a
time. A scenario analysis is also often used to represent different possibilities, e.g.
future developments or best-case/worst-case scenarios, of how a number of
parameters may change.

11.4 Interpretation and Use of Uncertainty Information

Once the uncertainties of input parameters, models, choices, etc., have been
quantified and propagated, so that the results are not calculated deterministically but
probabilistically (i.e. accompanied with a standard deviation and eventually a dis-
tribution of output values), the obtained information on uncertainty in the result can
be used to improve (i.e. reduce) the uncertainty of important inputs and to enhance
the interpretation and the robustness of conclusions drawn. This can be done in
several, mostly complementary ways discussed in the following sections. We first
discuss how to interpret uncertainty, variability, and sensitivity information,
respectively, as the results of an uncertainty assessment in the LCA context. Then,
we discuss the combined use of them and how to use the information obtained to
reduce the uncertainty of an LCA study and the robustness of its conclusions.

11.4.1 Interpreting Uncertainty, Variability, and Sensitivity

As discussed, the sensitivity analysis points out those input parameters that have an
important influence on the result, while the uncertainty analysis (including vari-
ability) provides information on the spread of the result due to the spread in input
data and other sources of uncertainty. An input parameter may be very uncertain,
but if the model output is insensitive to this parameter, the uncertainty of the input
parameter will not contribute to that of the result (since no change in its value
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changes the model result) and improving the certainty of this parameter with better
input data will bring no improvement to the robustness of the result and would thus
be wasted effort. On the other hand, the model result may be very sensitive to an
input parameter that is very certain, in which case it would depend on their degree
of certainty and sensitivity whether or not better data would still improve the
result’s robustness. From this illustration it is clear that neither the sensitivity nor
the uncertainty of a parameter should be interpreted on their own, whereas the
combination of both allows a meaningful judgement of the importance of a
parameter regarding the model output. This can be illustrated plotting both aspects
as illustrated in Fig. 11.11, which shows both cases described above plus the two
cases of (1) complete insensitivity combined with complete certainty of a param-
eter, which makes it negligible regarding its importance for the output uncertainty,
and (2) high sensitivity combined with high uncertainty of a parameter, which will
identify the primary parameters to focus data collection and improvement (i.e.
reducing parameter uncertainty) on in order to obtain the largest gains in result
certainty. This basic concept is useful to keep in mind when identifying dominant
sources of uncertainty for any model result.

The concept of identifying and ranking sources of uncertainty, like input
parameters, unit processes, or characterisation factors, in terms of their contribution
to uncertainty in LCA results is called ‘identification of significant issues in the
Interpretation phase (see Chap. 12) but also referred to as key issue analysis,
importance analysis or uncertainty contribution analysis, which is not to be con-
fused with the impact contribution analysis or dominance analysis frequently used
in LCA that identifies the unit processes most contributing to an impact score. It is
useful for identification of important sources of uncertainty, where better infor-
mation or data would directly improve the certainty of the result and hence the
robustness of the conclusion. It can be applied to focus data acquisition and model
refinement, ensuring that additional effort in getting better data or improving
models actually contributes to more robust results. This also relates back to the
discussion above on precision and accuracy, confirming that improving precision

Fig. 11.11 Combining .
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by finding more precise data does not automatically result in lower uncertainty if
those data are not central to the impact score they are used to model.

Combining the information gathered via key issue analysis with that from impact
contribution analysis, helps identifying unit processes that contribute significantly
to (1) the impact score of a highly local or regional impact category (e.g.
eutrophication, toxicity, land use, or water use, see Chap. 10) and (2) the uncer-
tainty of that impact score. This can be used to apply a smart, partial regionalisation
of the LCI model and its LCIA characterisation. Instead of using spatially resolved
LCI and LCIA data for the entire LCA (which is resource intensive and thus usually
prohibitive for both the practitioner and the LCA software used), only the identified
unit processes and elementary flows are regionalised using primary input data and
regionalised LCIA characterisation factors (or derived, representative archetypes of
them). If the uncertainty and variability information of the underlying elementary
flows and characterisation factors has been kept separate (i.e. not been combined
into a single uncertainty distribution), this will result in a (substantially) lower
overall uncertainty of the impact score, since the contribution from spatial vari-
ability will be eliminated (or at least reduced) by using spatially resolved data and
characterisation factors for these processes. This method allows a parsimonious
consideration of complexity due to spatial variability and rewards the practitioner’s
additional effort directly by a lower overall uncertainty and hence a more robust
result and conclusion. The same approach can also be applied to temporal vari-
ability, i.e. using temporally explicit data instead of annual averages when it suf-
ficiently influences the result’s uncertainty, e.g. for water consumption.

11.4.2 Relevance of Uncertainty When Comparing
Scenarios

So far we have discussed various aspects related to assessing the uncertainty of a
single scenario, i.e. the environmental profile of one option, without comparing two
or more alternative options, the latter being one of the most frequent applications of
LCA. In the case of a comparative LCA however, there is an additional aspect to
consider: the correlation of numerous input parameters between the compared
scenarios, where many processes (i.e. electricity, fuel, transport, etc.) and almost all
characterisation factors will be the same in several or all compared scenarios. When
comparing two scenarios, the focal point is thus not on how large the value of an
impact score is but what the difference (or the ratio) between two impact scores (i.e.
between two scenarios or compared systems) is. Consequently, instead of the
absolute uncertainty of a single impact score, the uncertainty of the difference (or
ratio) between two impact scores needs to be assessed, because the uncertainty of
correlated parameters will be the same in both scenarios and thus not contribute to
the uncertainty of the difference between the scenarios. In other words, comparing
two scenarios and their respective uncertainties (e.g. by simply overlaying both



11 Uncertainty Management and Sensitivity Analysis 303

distributions) without considering correlation, the uncertainty will be (strongly)
overestimated, which may be misleading and result in the wrong conclusion. Note
that in the illustrative case study presented in Chap. 39, it was not possible to
consider the correlations between the compared scenarios, due to software limita-
tions. The technical possibilities for uncertainty analysis vary between available
LCA software and may also evolve (i.e. improve) from older to newer versions.
Choosing LCA software that supports the requirements of a proposer uncertainty
analysis is therefore essential. The uncertainty analysis presented in the illustrative
case study is a screening level analysis and considers in its interpretation that
uncertainty in the comparison of scenarios is overestimated due to lacking con-
sideration of correlations.

There are two frequently used ways to compare the impact scores of two sce-
narios A and B, calculating the difference A — B, or the ratio A/B. When using the
difference, the result can be A — B <0 when A has a lower impact score than
B (A<B), it can be A—B=0 when A=B, or it can be A - B >0 when
A > B. The second way works similarly, with A/B < 1 when A < B, A/B = 1 when
A = B,orA/B > 1 when A > B. In both cases the environmentally preferable option
for a given impact category (i.e. compared impact scores) is easily identified. The
uncertainty of the difference or ratio can be quantified using covariance or corre-
lation coefficients, which can be assessed with both numerical and analytical
uncertainty propagation methods. When using Monte Carlo simulation, it is also
straightforward to calculate the above difference or ratio pairing the results from the
iterations from each scenario. This will result in a number of iterations where
A > B and some where A < B unless one scenario is always better than the alter-
native over its entire range of uncertainty. This can then be interpreted as the
frequencies of each case, i.e. x% of iterations where A > B and y% of iterations
where A < B, with x and y representing the respective probability given that enough
iterations where calculated. This means that it is possible to calculate the probability
of A being environmentally preferable over B and vice versa as illustrated in
Fig. 11.12. For example, if A is better than B in 25% of the simulated cases, there
will be 75% where B is better than A. The conclusion may thus be that B is better
than A with 75% likelihood, or in other words with a 25% probability to be wrong.

In a decision support context, the probability of one alternative being preferable
over another is an essential measure of robustness of a recommendation and
eventually an information that only uncertainty assessment can provide. If the
decision is to choose one option over all other alternatives, there is a substantial
added value for the decision maker if the probability for this to be wrong can be
quantified. It helps, among other, to provide perspective on the robustness of an
environmental gain of a certain option relative to other measures such as costs for
example. If a higher investment is required but the probability that this really is an
environmentally preferable option is very high, the investment may be easier to
justify. Several authors demonstrated how to apply this in LCA (Hong et al. 2010;
Wei et al. 2016) and the following section provides an example where this approach
was also used to enhance the interpretation of results and express the robustness of
the conclusions.
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Fig. 11.12 Uncertainty of the difference between two scenarios A and B

The example is a real case comparing different, functionally equivalent solutions
for hand dryers in public restrooms (Quantis 2009). The study compared the
(1) XLERATOR Hand Dryer (high-speed air flow) to (2) conventional hand dryers
(low-speed air flow), (3) paper towels with virgin paper, and (4) paper towels with
100% recycled paper. The functional unit was to dry 260,000 pairs of hands. The
study was performed by Quantis’ Boston office, commissioned by Excel Dryer Inc.,
underwent critical review according to ISO 14040/14044 and has been published
(available via exceldryer.com). It is in many ways a classical LCA study, but what
makes it stand out as an interesting example is that for climate change impacts, an
uncertainty assessment was performed in order to determine the confidence in the
conclusions regarding the preferable solution.

Using the analytical propagation method, output uncertainty was calculated for
the climate change results of all four scenarios as shown in Fig. 11.13. Even though
it may be tempting to compare the distributions directly, the latter do not consider
dependency and thus overestimate the uncertainty of the difference between sce-
narios when comparing them. They do, however, indicate the uncertainty of each
scenario individually with the XLERATOR showing the lowest spread, which is
due to the fact that many primary data are used that the commissioner has direct
access to, whereas the input data for alternative scenarios are estimated or taken
from other sources and secondary data, thus increasing their uncertainty.
The XLERATOR shows the lowest impact score and very little overlap with the
uncertainty range of the alternative scenarios. This allows a first conclusion that it is
very certain that this is the preferable alternative among the compared options,
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Fig. 11.13 Probability distributions (probability density functions) for the climate change impact
scores of four compared alternatives to dry hands (Quantis 2009)

because the uncertainty range can only be smaller when considering the depen-
dency of parameters between the alternatives.

In order to gain deeper insights into the uncertainty when comparing these
alternatives, a paired comparison between two scenarios at a time was performed.
A selection of the results is shown in Fig. 11.14. As discussed above, the ratio of
two study results can be used to compare them and determine whether or not one of
the two alternatives is environmentally preferable. It is clearly demonstrated that the
XLERATOR consistently has the lowest impact score and that the probability that
this is the wrong conclusion is virtually zero. In other words, according to the
uncertainty analysis, it is 100% certain that the XLERATOR is the most preferable
among all considered options regarding climate change impacts.

It is an important question to ask which aspects of uncertainty have been con-
sidered and how completely the uncertainty has been captured. If important sources
of uncertainty that are independent between scenarios have been omitted, the
uncertainty of the ratio between two scenarios may well be larger and the con-
clusion would be less robust. Assuring a complete consideration of important
sources of uncertainty contributing to the difference between two scenarios is
essential in order to fully trust the resulting measure of confidence in concluding the
preference of one scenario over another.

The comparison of other scenarios provides examples of less certain outcomes.
The comparison of standard dryer and virgin paper towels shows that a part of the
resulting distribution of the ratio between both scenarios is larger than 1. According
to the numerical results provided in the report, there is a 24% chance that virgin
paper towels have a lower climate change impact than standard dryers.
Consequently, there is a 76% chance that standard dryers are less impacting than
virgin paper towels. When comparing standard dryer and recycled paper towels, the
uncertainty distribution of the ratio between both is almost equally spread around 1,
which means that there are about 50% chance for both possible conclusions. In that
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Fig. 11.14 Paired comparison of the climate change impact score ratio of alternative scenarios
including uncertainty (Quantis 2009)

case, both scenarios have to be considered essentially equal and no conclusion
regarding their (difference in) climate change impact can be drawn. Comparing the
two paper towel options, it appears that recycled paper towels are the less impacting
alternative, but the distribution of the ratio between both is close to 1. Additionally,
the report states that a number of potentially important and independent uncer-
tainties have not been quantified, such as “the methodological issues relating to
allocating for recycled content and that the data used do not include impacts for the
processing of the recycled paper”. Hence, the range of the uncertainty distribution
of the ratio between both scenarios may be larger and the conclusion of preference
for the 100% recycled paper towels may be less robust.

In order to derive concrete conclusions if one option is better than (preferable to)
another one, the observed differences need to be examined in statistical terms. The
two most used statistical tools to examine if their difference is statistically signif-
icant are confidence intervals and hypothesis testing.
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There is still room for improvement, but this study is an excellent example of
how uncertainty analysis strengthens the robustness and the trust in the conclusions
of an LCA. Besides showing the added value of uncertainty assessment and in-
terpretation, it also illustrates the feasibility of quantifying and managing uncer-
tainty in LCA.

11.5 Communication of Uncertainty

Besides quantifying and improving the robustness of an LCA and its conclusions,
the question of how to communicate this beyond the practitioners directly involved
in the study is fundamentally important and may often be more complex than
anticipated. Like any communication it needs to be adapted to the target audience
and will have to look very differently if targeting the general public, high-level
decision/policy makers, or fellow practitioners and it will depend on the goal and
scope of the LCA itself and, thus, differ if the goal was, e.g. to support the
eco-design of a product or the overall environmental performance of a company.
The following set of questions is useful to address in order to identify a meaningful
uncertainty communication strategy:

1. Who is the target audience and how familiar is this audience with LCA and its
aspects of uncertainty?

2. What exactly should be communicated in relation to uncertainty?

3. How should uncertainty results be represented?

11.5.1 Who? Identifying the Target Audience

Before choosing which uncertainty information should be conveyed, with how
much detail and how exactly, it is essential to identify the target audience(s) of this
information and adapt the communication strategy accordingly. Each potential
target audience will understand and interpret uncertainty information differently in
function of how familiar they are with underlying methodology, sources, types and
meaning of uncertainty. There are many ways of classifying target audiences, but
several main target groups (not necessarily always applying to all LCA reporting
situations) may be:

— LCA experts, e.g. other practitioners, scientists, etc., who are very familiar with
the subject. This may well be the easiest case, since little or no selection of
uncertainty information, or a particularly adapted presentation will be required
in most cases.

— Informed stakeholders with expertise regarding the LCA, the studied subject or
the indicators considered (e.g. environmental, social, or economic), such as
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NGOs, competitors, governmental agencies, etc. This target group will be able
to access the core issues of an LCA and its uncertainty as long as some guidance
and transparency regarding uncertainty are provided and the information is
presented in a way that does not require in-depth expertise and routine.

— The general public, like NGOs, consumers, workers, or neighbours of a pro-
duction site, will usually need as much pre-selection, pre-digestion and sim-
plification of uncertainty information as possible.

— High-level decision makers in a company or national/international
policy-context will not be familiar with technical details around the LCA
study and uncertainty analysis. They have little time to spend on understanding
any details and need to know quickly what the implications of the underlying
uncertainties are for their decision(s). They may want to know which uncer-
tainties are considered and how certain they can be regarding the robustness of
the LCA results.

— Medium-level decision-makers such as regional or local policy-makers, or
industrial production managers may require to be presented with uncertainty
information somewhere in-between high-level decision-makers and the general
public, depending on the context.

— The commissioner(s) of an LCA may fall into any of these groups and will have
a particular interest in the uncertainty of its results.

It may well be that an LCA study needs to address several of these target groups
and that a meaningful compromise needs to be found. A good way to deal with
multiple target groups’ needs is to prepare an adapted presentation for each target
group, e.g. via an executive summary (for high-level) and a technical summary (for
medium-level and informed stakeholders), or via dedicated reports or at least
interpretation and discussion chapters for a given target group. The LCA report on
window frames provided as an illustrative case study in Chap. 39 provides both an
executive summary and a technical summary addressing different target groups for
the report.

11.5.2 What? Selecting Which Information Is Relevant
to Communicate

There are many aspects related to uncertainty that could be communicated but need
to be selected depending on the target group of the information and what they can
and need to do with it, but also considering the importance of transparency:

1. Assumptions and hypotheses underlying a study, including simplifications and
generalisations;

2. Representativeness of information, models, and data used;

3. General level of scientific knowledge and understanding about important
aspects of a study, particularly for new issues or approaches used;
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4. Subjective, ethical or moral values and choices implicitly or explicitly included
in the study;

5. Aspects that have not been considered (for whatever reason) but that may be
important;

6. Types and sources of uncertainty that have been quantified;

7. Types and sources of uncertainty that have not been quantified but that are
expected to be important contributors to overall uncertainty of results and/or
conclusions;

8. How exactly uncertainties have been quantified and propagated;

9. Types of analyses that have been performed to consider uncertainty (e.g. sen-
sitivity, uncertainty, uncertainty contribution, scenario analysis, etc.);

10. Uncertainty management and reduction strategies applied;

11. Robustness of the numerical results eventually including the quantitative
uncertainty of some or all of them and a list of the most sensitive underlying
assumptions and data;

12. Robustness of the conclusions and recommendations, eventually including
quantitative measures and a list of the most sensitive underlying assumptions,
data and choices;

13. Implications and consequences of the uncertainty underlying the results and/or
conclusions.

It is important to keep in mind that communication of uncertainty does not
necessarily imply its quantification using sophisticated methodology and substantial
resources. The absolute minimum of a qualitative discussion of some or all aspects
listed above can and should always be provided by a practitioner.

11.5.3 How? Representing Uncertainty Effectively

This section is largely inspired by a report from Wardekker et al. (2013), which
nicely summarises the essential aspects around representing uncertainty. Although
not specifically adapted to LCA, further details and insights beyond the selection in
this chapter may be found there. When communicating LCA results, in which ever
way, it is important to be aware that it is the responsibility of the author(s) (i.e. the
practitioner, sometimes also the commissioner) to consider and adapt to the target
audience. It is clearly insufficient to focus on a scientifically correct and complete
presentation of results and related uncertainty, leaving the responsibility of their
correct interpretation solely to the (target) audience. When choosing a way to
express and represent uncertainty, it is thus important to keep in mind that the target
audience may interpret it very differently than intended. Only using point estimates
or deterministic results and conclusions, without mentioning any uncertainty,
already bears the risk of unintentional interpretations. This will be even more the
case when including uncertainty information, where it is well possible that referring
to a low probability of an environmental consequence to occur may result in
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unintentional focus and unrest about this unexpected risk. It is also possible that
evoking a high probability of adverse effects may not be noticed as an issue of
concern, just because it was presented as something of a certain probability and not
as the (almost) certain environmental consequence of an act or decision. In other
words, the same uncertainty information may result in opposite interpretations by
different readers. While this is difficult to fully foresee and avoid, paying attention
to such details when preparing a presentation or report can help avoiding unin-
tentional or wrong interpretation when considering the target audience’s context
and interpretation capacity.

Wording and phrasing are essential elements in this context. For example, a
non-technical audience may not be familiar with the meaning and implication of
terms like risk, probability or likelihood. The expression of uncertainty in a positive
way versus a negative way can make an important difference. To illustrate this, the
following two phrases express the same uncertainty information in an LCA com-
paring two alternatives A and B, but in a very different way: (1) “there is a 10% risk
that choosing option B may be the wrong decision” versus “there is a chance of
90% that option B is the best option”.

Besides paying attention to how an information is phrased (sent), it also plays an
important role how the information is received, which Wardekker et al. (2013)
describe via three effects of distortion:

“Availability: matters that easily come to mind are generally regarded as
occurring more frequently or more likely to occur than matters that are more
obscure. A strong focus on a specific issue (in the media) may result in people
regarding it as more likely to occur.

— Confirmation: once a view has been adopted, new information will be inter-
preted on the basis of this view. It is difficult to change people’s views.

— Overconfidence: people are often too certain of their own judgement. This
applies to the general public as well as to scientists.”

The exact place in a report or presentation where uncertainty information is
included is worth some consideration. Numerous options exist, but each solution
may bear its particular risk of failure to communicate uncertainty, like a dedicated
chapter stating all there is to state, may be easily ignored because it is little inviting
to read, or an annex containing all relevant information may never be read, as it is
not part of the main body of the report and therefore may not be considered relevant
by some readers. It may be a good idea to spread uncertainty information mean-
ingfully in different parts of the report, a concept referred to as progressive dis-
closure of information (PDI) which employs the concept of layers of information,
distinguishing “outer layers (e.g. press release, summary, [oral presentations]) [that]
refer to non-technical information, uncertainties integrated into the message,
emphasis on context, implications and consequences” and “inner layers (e.g.,
appendices, background report, [or specific section like introduction, conclusion,
recommendations]) [containing] detailed technical information, uncertainties dis-
cussed separately, emphasis on types, sources and the extent of uncertainty)”
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(Wardekker et al. 2013). Different layers can be used that are adapted to specific
target groups and uncertainty information to communicate. In any case, conclusions
and recommendations should always directly include relevant and central infor-
mation regarding uncertainty.

There are different, often complementary ways to present uncertainty
information:

e Qualitatively (e.g. reporting sources of uncertainty and their potential influence
on results);

e Descriptively (e.g. reporting central tendencies like mean and variability around
the mean);
Graphically (e.g. visualising uncertainty information in graphs);
Numerically (e.g. reporting ranges, probability distributions of results values or
statistical results).

Presenting uncertainty information in a verbal or descriptive way is useful, as it
allows direct integration with the results and conclusions, especially for
non-quantitative information and may be retained more easily than numerical
information by most readers. It is particularly well suited for inclusion with outer
layers (e.g. report summary). Such a description of uncertainties may be based on a
quantified evaluation or even just on a qualitative appreciation of uncertainty. In
any case, it is important to keep in mind that many terms typically used to describe
uncertainty are quite imprecise and prone to vary in perception and interpretation
among individuals, e.g. large, small, important, significant, etc. It is essential to use
these terms consistently with the same meaning throughout a report and that they
match numerical results, if available. They may even be explicitly defined, e.g. very
likely = 90-99% probability, likely = 80-89% and so on.

If quantified, uncertainty information can also be communicated numerically,
e.g. in tables, as standard deviations, minimum and maximum bounds, ranges,
uncertainty and confidence intervals, probabilities, comparison with other studies or
measurements, etc. This is useful especially for application in inner layers of
information, such as a report appendix. A frequent mistake in this case is the
communication of results and quantified uncertainties with a “false precision”
showing too many digits. This practice suggests a very precise quantification of
uncertainty that is most likely not defendable in an LCA context. For example,
considering a typical standard deviation of a global warming impact score, a value
of 2.49678 is essentially the same as 2.5 and in fact even the same as 3. The
opposite may also exist, when a “false imprecision” is used to express numerical
results so vaguely that they could mean anything, or are immune to criticism, but
not very helpful for decision support.

Graphical representation of uncertainty can be provided in many different ways,
e.g. using error (or uncertainty) bars or bands, box plots, probability distributions,
coefficients of variation, confidence intervals, etc. This has the advantage that a lot
of information can be aggregated and shown in a concise and structured way,
allowing to capture a lot of uncertainty information in a short time and single graph.
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This is illustrated in Fig. 11.15 which shows an example of a box plot (or whisker
plot) of the spread of freshwater ecotoxicity characterisation factors for 2499
organic chemicals and 4 emission compartments from USEtox 2.02 (see Chap. 10
for further information regarding freshwater ecotoxicity characterisation factors).
The boxes efficiently illustrate that 90% of the characterisation factors fall within
the range of five to six orders of magnitude, whereas the difference between the
lowest and highest characterisation factors (grey dots) is in the range of 16-19
orders of magnitude. Although the actual shape of the uncertainty distribution
cannot the seen, it is visible that the distribution is skewed towards higher values
with the median (the value at 50%) being in the upper range of values and not in the
centre.

However, graphical representation of uncertainty also bears the risk of being
suggestive, easily misinterpreted, or too complex. One of the most common ways to
represent uncertainty is to plot the probability distributions of the output variables,
as presented in Fig. 11.13 and discussed in Sect. 11.4.2. Alternatively to PDFs in
Fig. 11.13, the Cumulative Distribution Functions (CDFs) of the outputs could be
derived in order to characterise uncertainty. Another tool to represent uncertainty
are the so-called probability boxes, based on a probability bounds approach
(Karanki et al. 2009). The book “Environmental Decisions in the Face of
Uncertainty” from the Institute of Medicine (IOM 2013) contains a useful overview
and more in-depth discussion on graphical and other representations of uncertainty.
For example, a frequent mistake when representing uncertainty in LCA is the use of
error bars. Figure 11.16 illustrates this with error bars that we added to the original
graph from the Quantis study discussed above, so that the resulting graph below
represents uncertainty in an alternative way to Fig. 11.13. This representation of
uncertainty can be seen in numerous LCA publications and presentations. The error
bars here represent the absolute uncertainty of each compared option, but they do
not consider interdependence of uncertainties between scenarios. However, by
presenting them next to each other, Fig. 11.16 suggests that the error bars can be
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Fig. 11.15 Box or whisker plot of freshwater ecotoxicity characterisation factors for 2499 organic
chemicals and 4 emission compartments from USEtox 2.02
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directly compared among each other in order to determine if the uncertainty allows
to visually distinguish these options. As discussed above, only the uncertainty of
the difference (or ratio) for each paired comparison among these options (which will
be smaller while only considering the uncertainty of the difference (or ratio)
between two options) will truly allow to determine whether both options are dis-
tinguishable or essentially equal. The useful way of using error bars in this example
would therefore be to present one for each pairing of these compared options,
parallel to Fig. 11.14.

When using graphs, the scale of an axis should always reflect the underlying
uncertainty. This is particularly important in LCA, where many impact scores may
have an uncertainty spanning from one to several orders of magnitude, in which
case it would be misleading to present them on a linear scale. In such cases, the
results should preferably be shown using a log-scale, which will only emphasise
larger differences between impact scores. Contrary to a frequent perception, this has
nothing to do with data manipulation, since scores can still be identified by their
exact value. It simply avoids over-exaggeration of very small differences that may
look very large on a linear scale while (almost) disappear on a log-scale. A similar
effect of over-exaggeration is achieved when zooming into a certain range of an
axis, e.g. only showing the highest values from 80 to 100%, which will show
differences between two points as much larger compared to the full range of the
axis.

As indicated above, these approaches are complementary and should be used as
such. Sometimes a repetition of the same (important) information via two different
ways and at two different places in a report may be preferable over a concise,
non-repetitive communication.
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Fig. 11.16 Uncertainty bars for the climate change impact scores of four compared alternatives to
dry hands (figure adapted from Quantis (2009) by adding error bars for illustrative purposes)



314 R.K. Rosenbaum et al.

11.6 Management of Uncertainty

The strategy of how to consider and manage uncertainties in an LCA study depends
on a number of factors that will determine what is feasible. The most important
limitation is likely the availability of resources (time and/or budget) to collect
additional information in order to quantify, represent and reduce uncertainty.
Accessibility and level of operationalisation of the technical aspects of uncertainty
assessment (e.g. databases providing default uncertainties for background LCI data
and LCIA characterisation factors, LCA software providing ways to efficiently
propagate uncertainties) is also frequently named as a potential barrier. In any case,
there is always a minimum of uncertainty management that will be feasible without
requiring important resources. In many scientific fields, uncertainty is managed
using a tiered approach with each tier (or level of detail) progressively increasing
the requirements and sophistication of uncertainty assessment and management.
A particular advantage of such an approach is that it allows an iterative improve-
ment and refinement of uncertainty management from a first qualitative listing of
uncertainty sources, to a first quantitative estimation and screening, up to a
sophisticated full uncertainty assessment as a study advances. This type of approach
caters nicely to the iterative nature of LCA (see Sect. 6.3) and allows the LCA
practitioner to adapt the extent of uncertainty management in a study to the
available resources, instead of suggesting that uncertainty management always has
to be done using the most complex approaches or not at all if resources are too
limited to allow for a quantitative approach.

An example for such a tiered approach is the Guidance on Characterizing and
Communicating Uncertainty in Exposure Assessment from the World Health
Organisation (WHO 2008). It proposes four progressive tiers with increasing
complexity from tier O (the absolute minimum) to tier 3 (the most sophisticated
level):

Tier 0: Screening uncertainty analysis
Tier 1: Qualitative uncertainty analysis
Tier 2: Deterministic uncertainty analysis
Tier 3: Probabilistic uncertainty analysis

While the details of this framework are adapted to chemical exposure assess-
ment, its underlying principle of iteratively increasing sophistication and com-
plexity is a useful inspiration for LCA. Figure 11.17 shows the different levels of
detail for each tier, from no uncertainty analysis (point estimate) at the bottom to
probabilistic uncertainty analysis at the top.

An expert working group of the UNEP-SETAC Life Cycle Initiative on
uncertainty management in LCA drafted a similar framework for LCA during a
series of workshops between 2009 and 2012, which is a useful starting point
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Fig. 11.17 Levels of detail for tiered uncertainty management strategies [taken from Paparella
et al. (2013)]

towards integration of uncertainty management into LCA practice. They proposed
five tiers:

Tier 0: Minimum transparency with a clear definition of what is considered a
notable difference between scenarios for each impact category;

Tier 1: Screening level focusing on identification of important sources of pa-
rameter uncertainty providing information on importance and sensitivity
of parameters, choices, assumptions, etc.;

Tier 2: Qualitative and semi-quantitative uncertainty assessment of important
sources of uncertainty with systematic identification and description of
uncertainties for all parameters, choices and assumptions including
parameter and scenario uncertainty;

Tier 3: Quantitative uncertainty assessment of all sources of uncertainty with
systematic quantification of uncertainties and variability for all param-
eters, choices and assumptions accounting for all quantifiable
uncertainties;

Tier 4: Fully probabilistic LCA representing all relevant sources of influence by
fully characterised uncertainty and variability separately.

In essence, different levels of sophistication are possible when establishing a
strategy to integrate uncertainty management into a study and it is not always the
most sophisticated level that is required. Compared to completely ignoring uncer-
tainty, even a basic (e.g. qualitative) consideration is already better than nothing and
a good and essential first step to pinpoint sources of uncertainty in the results of any
LCA study. This helps to be conscious about potential pitfalls and misinterpretation
when making a decision based on the conclusions of a study. It should also be noted
that a tiered uncertainty assessment framework essentially serves as an orientation
providing coherence for different levels of sophistication of uncertainty assessment.
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It groups those elements of an uncertainty assessment that can be combined
meaningfully on each level.

11.7 Perspectives

Uncertainty and variability are inherent properties of LCA, all its models, data,
assumptions, and choices that are required when performing an LCA. Uncertainty is
not the enemy, but it is unavoidable and its assessment can be helpful when put to
good use for improving and interpreting LCA results. Uncertainty and its reduction
is the very reason for the iterative nature of LCA and should hence be used as a
guiding principle for the changes applied during each iteration of an LCA.
Uncertainty and variability have many sources, some of which are quantifiable,
while others are not, but all need to be considered when interpreting and discussing
results and the robustness of a conclusion.

In order to be successfully applied in LCA, uncertainty assessment requires
some knowledge of the underlying principles and methods as well as a set of tools
supporting:

1. Quantification and storage of uncertainty, variability, and correlation or inter-
dependence of inputs, models, assumptions, etc.

2. Propagation of input uncertainties to model output uncertainty

3. Tools for sensitivity, uncertainty, uncertainty contribution analysis and scenario
comparison

4. Skilled interpretation and communication of relevant uncertainty information

Even though uncertainty assessment is an additional procedure to handle and
provide resources for when conducting an LCA, it has multiple uses that will help
ensuring that resources spent on the iterative improvement of the study actually
contribute to a tangible improvement in uncertainty of the results and their
enhanced interpretation in order to provide robust conclusions. Uncertainty
assessment can notably be used to:

— Identify sources of uncertainty that dominantly contribute to the uncertainty of
results

— Effectively target the iterative improvement of data, models and assumptions
towards those elements that dominate the result(s) and their uncertainty

— Identify processes and elementary flows where archetypical or spatially explicit
LCI and LCIA data will significantly reduce the uncertainty of the results due to
the integration of spatial (or temporal) variability into the LCA

— Enhance the interpretation of results, e.g. which alternatives are truly different
and which are not

— Quantify the confidence in the robustness of a conclusion or the probability of
being wrong
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Not only does the assessment and management of uncertainty in LCA provide a
lot of opportunities and advantages, but ignoring it actually bears potentially
important risks. For example, resources spent to improve the study may be ineffi-
ciently used when improving data and models with limited contribution to result
uncertainty (e.g. when results are not sensitive to changes in inputs). Conclusions
drawn from deterministic results may not only lack robustness but actually be
misleading (e.g. when differences between results are not significant, i.e. falling
within the uncertainty ranges of results).

From today’s perspective, a lot can be done already to consider uncertainty, with
many LCI databases and the first LCTA methods providing uncertainty estimates for
their data, and most LCA software providing functionality to propagate those into
the results. When exploring those options, it is important to be aware of the limi-
tations that most if not all LCA software (while writing this book in 2016) does not
provide the possibility to consider LCIA uncertainties, which may not always be
obvious to the user. Running the uncertainty analysis will thus essentially propagate
the uncertainties from the LCI database and result in a very incomplete quantifi-
cation of uncertainty that may be missing many important sources on the LCIA
side. Using this kind of uncertainty information to establish whether or not two
alternatives have significantly different impact scores may still provide misleading
conclusions and a false impression on their robustness due to its bias towards LCI
uncertainty. To overcome this limitation, updates of LCIA methods will (increas-
ingly) provide uncertainty estimates for characterisation factors (Bulle et al., in
review).

With high uncertainties being a frequent, critical argument towards LCA, it is
worth asking if LCA results are actually more uncertain than those from other
assessment tools. No doubt that the precision of LCA results will be inferior to that
of many other environmental assessment tools, especially the local and site-specific
ones. This has a lot to do with scale, since LCA typically models entire supply
chains that will usually be global, involve many processes about which little
information is available, covering a broad range of environmental indicators and
impact categories, and often spanning considerable time periods (defined in the
duration of the functional unit) to be represented. The combination of large spa-
tiotemporal scales and the complexity due to broad inventory flow and impact
coverage, which is unique to LCA among environmental assessment tools, is the
source of a lot of variability and uncertainty due to e.g. aggregating over larger
spatial or temporal space and is thus simply a function of the space considered and
data available. However, as discussed in this chapter, contrary to most environ-
mental assessment tools, LCA does not attempt to predict absolute impacts, but
rather focuses on the relative difference in potential impacts between alternatives,
although exceptions exist, such as Environmental Product Declarations
(EPD) which are “stand-alone” environmental profiles. Any systematic error and
source of variability or uncertainty will usually have little influence on the uncer-
tainty of the difference between alternatives. Therefore, the focus in LCA is ac-
curacy and not necessarily precision.
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While this chapter provides an overview of a range of aspects around uncertainty
management in LCA, we recommend the cited literature for those readers looking
for more in-depth insights into specific aspects. For further reading beyond litera-
ture cited above we recommend the following: Deeper insights on uncertainty
representation in the context of LCA were published by Heijungs and Frischknecht
(2005). For log-normally distributed parameters, Strom and Stansbury (2000) dis-
cuss the determination of distribution information from minimal literature infor-
mation and provide a comprehensive overview on log-normal distributions.
Heijungs and Kleijn (2001) further discuss contribution analysis, perturbation
analysis, uncertainty analysis, comparative analysis, and discernibility analysis. De
Schryver et al. (2011) explore how value choices in LCIA influence the uncertainty
of (human health) characterisation factors. Clavreul et al. (2013) combine proba-
bility and possibility theories to represent stochastic and epistemic uncertainties in a
consistent manner in LCA. Even though it does not discuss life cycle assessments
and has a more risk-assessment based focus, a useful read regarding environmental
decision making under uncertainty including aspects of communication and man-
agement of uncertainty is the book “Environmental Decisions in the Face of
Uncertainty” from the Institute of Medicine (IOM 2013) which is freely available
via The National Academies Press (NAP) website.

When discussing LCA indicators and results, we should be at least as critical, if
not even more critical when presented with no or small uncertainties as we are when
presented with large, but properly quantified uncertainties. Or to say it more elo-
quently with the words of physicist and Nobel laureate Richard P. Feynman: “What
is not surrounded by uncertainty cannot be the truth”.
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Chapter 12
Life Cycle Interpretation

Michael Z. Hauschild, Alexandra Bonou and Stig Irving Olsen

Abstract The interpretation is the final phase of an LCA where the results of the
other phases are considered together and analysed in the light of the uncertainties of
the applied data and the assumptions that have been made and documented
throughout the study. This chapter teaches how to perform an interpretation. The
process of interpretation starts with identification of potentially significant issues in
the previous stages of goal and scope definition, inventory analysis and impact
assessment, and examples of potential significant issues are given for each phase.
The significance is then determined by checking completeness, sensitivity and
consistency for each of these identified issues. The outcome is used to inform
previous phases on the needs for strengthening the data basis of the study, and
where this is not possible to reconsider the goal and scope definition of the study.
Finally, guidance is given on how to draw conclusions based on the previous steps
of the interpretation, qualify the conclusions in terms of their robustness, and
develop recommendations based on the results of the study.

Learning objectives After studying this chapter, the reader should be able to:

e Explain the purpose of interpretation and its relationships to the other phases of
the LCA.

e Explain what is meant by “significant issues” and give examples of potential
significant issues from each of the methodological phases.

e Describe procedures to identify significant issues.

e Explain how sensitivity analysis and uncertainty information is used in com-
bination to focus the data collection in previous phases of the LCA and to
qualify the conclusions that are drawn from the results of the study.
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12.1 Introduction

Interpretation is the phase of the LCA where the results of the other phases are
considered together and analysed in the light of the uncertainties of the applied data
and the assumptions that have been made and documented throughout the study.
The outcome of the interpretation should be conclusions or recommendations that
(1) respect the intentions of the goal definition and the restrictions that this imposes
on the study through the scope definition and (2) take into account the appropri-
ateness of the functional unit and system boundaries. The interpretation should
present the conclusions of the LCA in an understandable way and help the users of
the study appraise their robustness and potential weaknesses in light of any iden-
tified studylimitations.

Central elements of the interpretation phase such as sensitivity analysis and
uncertainty analysis are also applied throughout the LCA process together with
impact assessment tools as part of the iterative loops which are used in the drawing
of boundaries and the collection of inventory and impact assessment data (see
Chaps. 8-10). A more detailed presentation of these elements is given in Chap. 11.

The interpretation proceeds through three steps as illustrated in Fig. 12.1.

1. The significant issues (key processes and assumptions, most important ele-
mentary flows) from the other phases of the LCA are identified (see Sect. 12.2).

Goal Interpretation

definition

Evaluation by

Scope Identification completeness,

definition of significant sensitivity and

issues consistency
checks Direct
applications

Inventory
analysis

Conclusions, limitations and
Impact recommendations

assessment

Fig. 12.1 The elements of the interpretation phase and their relations to each other and to the
other phases of the LCA (revised from ISO 2006a, b)
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2. These issues are evaluated with regard to their influence on overall results of the
LCA and the completeness and consistency with which they have been handled
in the study (see Sect. 12.3).

3. The results of the evaluation are used in the formulation of conclusions and
recommendations from the study (Sect. 12.4).

In cases where the study involves comparison of two or more systems, there are
additional considerations to be included in the interpretation (Sect. 12.5).

12.2 Identification of Significant Issues

The purpose of the first element of the life cycle interpretation is to analyse the
results of earlier phases of the LCA in order to determine the most environmentally
important issues, i.e. those issues that have the potential to change the final results
of the LCA. The significant issues can be methodological choices and assumptions,
inventory data for important life cycle processes, and/or characterisation, normal-
isation or weighting factors used in the impact assessment. The practitioner is
encouraged to prepare a list of such choices during the practical execution of the
LCA, the definition of goal and scope, the modelling of the product system and the
impact assessment, to help with their identification (see for example reporting
recommendations for life cycle inventory phase in Sect. 9.7). Table 12.1 provides
examples of such influential issues.

As discussed in Chap. 11, sensitivity analysis can be performed as a contribution
analysis where the contribution from each process or stage to the total results for an
impact category is quantified and expressed. It can also be done as a dominance
analysis, where the processes or stages are ranked according to their relative share
in the total impact.

The identification of significant issues draws on the sensitivity analysis activities
in the evaluation element of the interpretation phase in combination with infor-
mation about potential key assumptions and uncertainty ranges for potential key
numbers in inventory analysis and impact assessment. At the same time, the
evaluation element takes the identified significant issues as an important input. The
two elements are thus performed in iteration.

In the illustrative case on window frames in Chap. 39, life cycle impacts are
dominated by the use stage in all impact categories for all four window frame
designs. Parameters related to the use stage, such as the modelled heat loss, the
assumed mix of heating sources, the LCI processes used to represent each heat
conversion technology in the heat mix, and the relevant characterisation factors and
normalisation references involved in the impact assessment were thus identified as
significant issues.
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Table 12.1 Examples of significant issues

What to look for | How to identify significant issues

Goal and Scope definition—methodological choices and assumptions

Functional unit Choice of functional unit, system expansion
(assumption of alternative/replaced
technologies), allocation model and setting of
system boundaries are discrete choices that
can be checked by running the different
possibilities as scenarios and comparing the
results to determine their influence on the
final outcome and conclusions

Handling of multifunctional processes
— System expansion
— Allocation criteria

Cut-off decisions and boundary settings

Inventory analysis—data for product system processes

Data for activities occurring in many parts of | Sensitivity analysis is performed by varying

the product system, e.g. transportation or the single issue, or in case of interdependency
energy transformation processes by joint variation of the concerned issues, and
Data for key processes: processes that analysing their influence on the outcome of

the study

The range of variation applied for a given
issue should reflect the uncertainty by which
it is accompanied

contribute substantially to the environmental
impact of the product system in one or more
impact categories

Data for key elementary flows: processes that
contribute substantially to the overall results
for an impact category

Impact categories that dominate the total
impacts from the product system

Impact assessment factors

Characterisation or normalisation factors used Sensitivity analysis is performed by varying
in the impact assessment the single issue, or in case of interdependency
by joint variation of the concerned issues, and
analysing their influence on the outcome of
the study

The range of variation applied for a given
issue should reflect the uncertainty by which
it is accompanied

Choice of impact assessment method and Other impact assessment methods and

selection of impact categories potentially omitted impact categories may be
tested to see if they give different outcomes of
the study

12.3 Evaluation

The evaluation element establishes the basis for the conclusions and recommen-
dations that can be formulated in the final element of the interpretation (see
Sect. 12.4). It is performed in an iterative interaction with the identification of key
issues in order to determine the reliability and stability of the results from the
identification element.

Like the identification of key issues, the evaluation covers the results from the
earlier phases of the LCA, the inventory analysis and the impact assessment, in
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accordance with the goal and scope of the study, with focus on the significant issues
identified among methodological choices and data.

The outcome of the evaluation is crucial to determine the strength of the con-
clusions and recommendations from the study, and it must therefore be presented in
a way that gives the commissioner and user of the study a clear understanding of the
outcome.

The evaluation involves:

e Completeness check.
e Sensitivity analysis in combination with uncertainty analysis.
e Consistency check.

12.3.1 Completeness Check

Completeness checks are performed for the inventory and the impact assessment in
order to determine the degree to which the available data is complete for the
processes and impacts, which were identified as significant issues. If relevant
information is found to be missing or incomplete for some of the key processes or
the most important elementary flows or impact categories, the necessity of such
information for satisfying the goal and scope of the LCA must be investigated. If
deemed necessary, the inventory and impact assessment phases must be revisited in
order to fill the identified gaps. Alternatively, the goal and scope definition may
have to be adjusted to accommodate the lack of completeness. If an important data
deficiency cannot be remediated, this should be considered when formulating the
limitations in the conclusions from the study (see Sect. 12.4). If the missing
information is found to be of little importance, this should be documented in the
reporting of the completeness check.

Taking the completeness check of the illustrative case on window frames (see
Chap. 39) as an example, several gaps were identified. In relation to LCI, the
applied heat mix was thus only representative for district heating (and hence not
appropriate for situations with local heating sources), and the LCI unit processes
used to model the energy technologies applied in the heat mix were geographically
representative for Norway and Switzerland and hence not fully representative for
Denmark. With regard to LCIA, the use of site-generic characterisation factors for
some impact categories may not be fully representative for the specific impact
pathways of environmental flows released in or close to Denmark. Once identified,
those gaps therefore underwent the procedure described in Fig. 12.2 to be addressed
in the study.
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Fig. 12.2 Iterative interaction between completeness check and the earlier phases of the LCA

12.3.2 Sensitivity Check

Sensitivity check has the purpose of identifying the key processes and most
important elementary flows as those elements that contribute most to the overall
impacts from the product system. Sensitivity analysis can be performed and pre-
sented as a contribution analysis (which activities contribute to which environ-
mental impact scores, by how much and through which elementary flows?) or a
dominance analysis (which activities contribute most to which impacts or flows?).
See Chap. 11 for a more detailed discussion of sensitivity analysis and how it is
performed.

In the illustrative case on window frames, not all significant issues were covered
in the sensitivity analysis due to lack of sufficient data and knowledge to construct
sensitivity scenarios in some of the cases. A sensitivity scenario reflecting the EU27
heat mix was established and results showed that impacts for a few impact
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categories (mainly related to toxicity) were lower than in the baseline scenario,
while most impacts were higher due to a larger share of oil and natural gas in the
EU27 heat mix.

In support of the iterative approach applied in LCA, sensitivity analysis is also
used as a steering activity in the iteration loops that are performed throughout the
LCA in support of boundary setting for the product system, inventory data col-
lection and impact assessment. The findings from these earlier sensitivity analyses
are brought into the sensitivity check of the interpretation phase.

In the interpretation phase, sensitivity analysis is used together with information
about the uncertainties of significant issues among inventory data, impact assess-
ment data and methodological assumptions and choices to assess the reliability of
the final results and the conclusions and recommendations which are based on them
(Sect. 12.3) (Table 12.2).

Table 12.2 Tools for sensitivity analysis

Factors checked for Tools for sensitivity analysis
sensitivity
Data uncertainty The influence of data uncertainty for key issues can be checked by

allowing the data to vary within the limits given by the uncertainty
estimates while modelling the product system and checking the
results. If the information about the (stochastic) uncertainties of the
individual elementary flows and characterisation factors allows it, it is
also possible to calculate the uncertainty of the final results in terms
of inventory and environmental impacts (e.g. simulating it using
Monte Carlo techniques). See Chap. 11 for a more detailed discussion
of uncertainty analysis and how it is performed

Methodological The influence of methodological (systematic) uncertainties can be
uncertainty checked by analysing different possible choices (e.g. of applied
allocation principle) as scenarios and reporting the influence on the
final results. Methodological choices which may be relevant to
include in a sensitivity analysis include: handling of multifunctional
processes (system expansion assumptions or allocation rules), cut-off
criteria, boundary setting and system definition, and judgements and
assumptions concerning data in the inventory; and for the impact
assessment: selection of impact categories, assignment of inventory
results (classification), calculation of category indicator results
(characterisation), and normalisation and weighting of impact scores
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The combination of sensitivity analysis and uncertainty analysis helps identify
focus points for improved inventory data collection or impact assessment.

As illustrated in Fig. 12.3, data with a high uncertainty need not be a focus point
for improvement if the sensitivity to this data is very low. In the same way, data
which has a strong influence on the final results of the study may also not require
further data collection effort if the representativeness of the data is high and its
uncertainty negligible. The focus point for improvement of data quality should be
data with a strong influence on the overall results and a high uncertainty or ques-
tionable. If such data cannot be improved, the result is a low precision which must
be reported. If the precision is insufficient to meet the requirements from the
intended application of the results, it may be necessary to revise the goal of the
study. Figure 12.4 provides a decision tree for handling the sensitivity check.

]

Maybe here?

Uncertainty

Not here! Maybe here?

v

Sensitivity

Fig. 12.3 Focusing collection of improved data by combining sensitivity and uncertainty
information
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Fig. 12.4 Combination of sensitivity analysis and uncertainty information to focus improvement
of the LCA data

12.3.3 Consistency Check

The consistency check is performed to investigate whether the assumptions,
methods, and data, which have been applied in the study, are consistent with the
goal and scope.

Are differences in the quality of inventory data along a product life cycle and
between different product systems consistent with the significance of the processes,
which the data represent and with the goal and scope of the study? Inventory data
quality concerns both the time-related, the geographical, and the technological
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representativeness of the data, the appropriateness of the chosen unit process to
represent the process of the product system, and the uncertainty of the data.

In case of comparison between different product systems, the consistency check
also investigates whether allocation rules and system boundary setting as well as
impact assessment have been consistently applied to all compared product systems.

When inconsistencies are identified, their influence on the results of the study is
evaluated and considered to draw conclusions from the results.

Taking the window frame case as example again, the main identified inconsis-
tency is between the goal and scope and the interpretation of the results which does
not give due consideration to changes that may occur in particular in the back-
ground system within the time frame of the study (at least 20 years). Important
changes are the Danish heat mix (for which the share of fossil fuels is expected to
decrease) and the technological development in the heat supply technologies (see
Chap. 39 for further details).

12.4 Conclusions, Limitations and Recommendations

Building on the outcome of the other elements of the interpretation, and drawing on
the main findings from the earlier phases of the LCA, the final element of the
interpretation has to draw conclusions and identify limitations of the study, and
develop recommendations to the intended audience in accordance with the goal
definition and the intended applications of the results.

The conclusions should be drawn in an iterative way: based on the identification
of significant issues (Sect. 12.2) and the evaluation of these for completeness,
sensitivity and consistency (Sect. 12.3), preliminary conclusions can be drawn. It is
then checked whether these preliminary conclusions are in accordance with the
requirements of the scope definition of the study (in particular data quality
requirements, predefined assumptions and values, and limitations in methodology
and study). If the conclusions are aligned with the requirements, they can be
reported as final conclusions, otherwise they must be re-formulated and checked
again.

Recommendations based on the final conclusions of the study should be logical
and reasonable consequences of the conclusions. They should only be based on
significant findings and relate to the intended application of the study as defined in
the goal definition.

In the illustrative case on window frames (Chap. 39) it was concluded for
example that the wood composite (W/C) window has the lowest impact among the
four compared windows in all impact categories, and that impacts occurring in the
use stage are generally dominating the total impacts and are caused by the demand
for heat to compensate the heat losses that occur through the window. Albeit not
visible in the results, due to the disregard of technological changes related to heat
supply over the time frame of the study (likely going towards lower impacts), the
dominance of the use stage impacts is likely to decrease with time, depending on
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what technological improvements are introduced in the other stages of the window
life cycle, but it is still expected to remain significant in a foreseeable future.
A follow-up study is recommended to further address these dynamics.

12.5 Interpretation for Comparative Studies

In studies that involve a comparison of product systems, the interpretation has to
consider a number of additional points to ensure fair and relevant conclusions from
the study.

Significant issues must be determined for each of the systems, and special
attention should be given to issues that differ between the systems and which
have the potential to change the balance of the comparison.

The completeness check must have specific focus on differences in the com-
pleteness of the treatment of some of the significant issues between the product
systems. If there are differences that could influence the comparison results,
these should be eliminated if possible and otherwise kept in mind in the for-
mulation of conclusions.

If an uncertainty analysis is performed to investigate whether the difference
between two systems is statistically significant, the analysis should be performed
on the difference between the systems (one system minus the other), which
should be checked for a statistically significant difference from zero taking into
account potential co-variation between processes of the two systems (e.g. pro-
cesses which are the same). See the discussion of this point in Chap. 11.
When an LCA is intended to be used in comparative assertions intended to be
disclosed to the public, the ISO 14044 standard requires that the evaluation
element include interpretative statements based on detailed sensitivity analyses.
It is emphasised in the standard, that the inability of a statistical analysis to find
significant differences between different studied alternatives does not automat-
ically lead to the conclusion that such differences do not exist, rather that the
study is not able to show them in a significant way.

A consistency check must be performed of the treatment of the key assumptions
and methodological choices in the different systems to avoid a bias and ensure a
fair comparison.

— Are differences in the quality of inventory data between the compared pro-
duct systems acceptable, considering the relative importance of the processes
in the product systems, and are the differences consistent with the goal and
scope of the study? For example, if one study is based on specific and recent
data with a high degree of representativeness for all the key processes while
the other uses extrapolation from literature data, there is a bias in the
inventory data that can make a comparison invalid.

— Have allocation rules and system boundary setting been consistently applied
to all product systems?
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— Has the impact assessment been performed consistently for the systems, have
the relevant impact categories been included for all systems, and have the
impacts been calculated in the same way and with the same coverage of
elementary flows for all the systems?

The influence of any identified inconsistencies on the outcome of the comparison
should be evaluated, and taken into consideration when conclusions are drawn from
the results.
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Chapter 13
Critical Review
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Abstract Manipulation and mistakes in LCA studies are as old as the tool itself,
and so is its critical review. Besides preventing misuse and unsupported claims,
critical review may also help identifying mistakes and more justifiable assumptions
as well as generally improve the quality of a study. It thus supports the robustness
of an LCA and increases trust in its results and conclusions. The focus of this
chapter is on understanding what a critical review is, how the international stan-
dards define it, what its main elements are, and what reviewer qualifications are
required. It is not the objective of this chapter to learn how to conduct a critical
review, neither from a reviewer nor from a practitioner perspective. The foundation
of this chapter and the basis for any critical review of LCA studies are the
International Standards ISO 14040:2006, ISO 14044:2006 and ISO TS
14071:2014.

Learning Objectives
After studying this chapter, the reader should be able to:

e Explain when a critical review is needed and what is its purpose.

e Provide perspectives on the difference between critical review, scientific review
and validation.

e Explain the principles, procedure, requirements, content, deliverables and
options when conducting critical review and which international standards
describe it.
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e Discuss the necessary qualifications of a reviewer and how they are selected and
by whom.
e Describe the possible roles, obligations, tasks, and deliverables of a reviewer.

The focus of this chapter is on understanding what a critical review is and what its
main elements are. It is important to note that it is NOT the objective of this chapter
to learn how to conduct a critical review, neither from a reviewer nor from a
practitioner perspective.

13.1 Introduction

Numerous LCA studies have been published and many of them based on the
highest standards of quality and robustness, but there are also an alarming number
of studies that contain either important mistakes or plain manipulations in order to
obtain an intended result that would support a specific, pre-defined claim. These
mistakes and manipulations may be subtle and difficult to detect but can also be
immediately identifiable to the trained eye and a number of studies based on sur-
prisingly blunt and evident manipulations have been published over the years.
Especially some earlier studies have become classic and illustrative examples in
LCA teaching of how not to do LCA (or comparative environmental claims in
general) and they also nicely illustrate the purpose and need for critical review of
published LCA studies. Two entertaining examples are:

(1) SUV versus hybrid car: A famous example is a study from the automotive
marketing company CNW Marketing Research, Inc. from 2007 called “Dust to
Dust: The Energy Cost of New Vehicles From Concept to Disposal”. This study
compared the life cycle energy costs of a number of automobiles from 2005 and
had no hesitation to conclude (and widely communicate) that many large sport
utility vehicles (SUVs) including GM’s massive Hummer models H2 and H3
use less energy per mile driven than many smaller vehicles including the Toyota
Prius hybrid car. Gleick (2007) analysed the information and commented “that
the report’s conclusions rely on faulty methods of analysis, untenable assump-
tions, selective use and presentation of data, and a complete lack of peer review.
Even the most cursory look reveals serious biases and flaws: the average
Hummer H1 is assumed to travel 379,000 miles and last for 35 years, while the
average Prius is assumed to last only 109,000 miles over less than 12 years”.

(2) Fast-food versus classic restaurant: A study from the 1990s comparing a
fast-food restaurant with a normal restaurant that surprisingly concludes the
environmental superiority of the fast-food option. When the study was redone
by independent practitioners, they demonstrated that the system boundaries
were chosen in a way that comparability of both options was not supported
since important processes from the fast-food restaurant were excluded.
Correcting these manipulations then yielded a different picture (Lang et al.
1994). The whole story can be found in Jolliet et al. (2015).
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Product systems can be very complex, involving a high number of processes and
locations. Their modelling in LCA builds on multiple data sources from mea-
surements to unit process databases and involves influential assumptions, drawing
on a diversity of expertise from process engineering to environmental and some-
times also social science. Results are often communicated to stakeholders and
decision makers that cannot control the quality of the studies, and manipulation and
mistakes in LCA studies are as old as the tool itself. The understanding of a need for
an independent critical review of LCA studies thus came very early in the history of
the methodology. The SETAC LCA “Code of practice” proposed it first in 1993
(Consoli et al. 1993) with more detailed procedural guidelines published later by
Klopffer (1997) and Weidema (1997), which still stand until today as essential
references on how to conduct a critical review. As its superseded predecessor from
the late 1990s, the revised international standard ISO 14044 (2006a) defines review
procedures (although in much less detail than Klopffer and Weidema, respectively)
to ensure that an LCA study is conform to ISO requirements. As a further devel-
opment from there, ISO published the technical standard ISO TS 14071 (2014) that
aims to specify detailed ISO requirements for critical reviews. In consequence, this
should ensure that all claims of a critically reviewed LCA study are well justified
and supported by assumptions, methods and data used. Besides preventing misuse
and unsupported claims, critical review may also help identifying mistakes and
more justifiable assumptions as well as generally improve the quality of a study. It
thus supports the robustness of an LCA and increases trust in its results and
conclusions.

In general, there are different kinds of review processes associated with scientific
and technical developments and they all fulfil different objectives and vary in their
approach and process. Two different types of review processes are mainly relevant
in the context of an LCA study: (1) scientific peer-review and (2) critical review
according to ISO 14044 (2006a). While this chapter is focusing on the latter, there
is much confusion between both and it is essential to clearly distinguish them and
understand their differences. Table 13.1 provides a simplified overview of general
tendencies for similarities and differences between both types of review.

Besides several similarities, the essential differences between these two review
types are thus linked to their duration, 